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External Memory Data Structures
(Invited Paper)

Lars Arge*

Department of Computer Science, Duke University, Durham, NC 27708, USA

Abstract. Many modern applications store and process datasets much larger than the main memory of even state-of-the-art high-end machines. Thus massive and dynamically changing datasets often need to be stored in data structures on external storage devices, and in such cases the Input/Output (or I/O) communication between internal and external memory can become a major performance bottleneck. In this paper we survey recent advances in the development of worst-case I/O-efficient external memory data structures.

1 Introduction

Many modern applications store and process datasets much larger than the main memory of even state-of-the-art high-end machines. Thus massive and dynamically changing datasets often need to be stored in space efficient data structures on external storage devices such as disks, and in such cases the Input/Output (or I/O) communication between internal and external memory can become a major performance bottleneck. Many massive dataset applications involve geometric data (for example, points, lines, and polygons) or data which can be interpreted geometrically. Such applications often perform queries which correspond to searching in massive multidimensional geometric databases for objects that satisfy certain spatial constraints. Typical queries include reporting the objects intersecting a query region, reporting the objects containing a query point, and reporting objects near a query point.

While development of practically efficient (and ideally also multi-purpose) external memory data structures (or indexes) has always been a main concern in the database community, most data structure research in the algorithms community has focused on worst-case efficient internal memory data structures. Recently, however, there has been some cross-fertilization between the two areas. In this paper we survey recent advances in the development of worst-case efficient external memory data structures. We will concentrate on data structures for geometric problems—especially the important one- and two-dimensional range searching problems—but mention other structures when appropriate. A more comprehensive discussion can be found in a recent survey by the author [16].

* Supported in part by the National Science Foundation through ESS grant EIA–9870734, RI grant EIA–9972879, and CAREER grant EIA–9984099.
Model of computation. Accurately modeling memory and disk systems is a complex task [131]. The primary feature of disks we want to model is their extremely long access time relative to that of internal memory. In order to amortize the access time over a large amount of data, typical disks read or write large blocks of contiguous data at once and therefore the standard two-level disk model has the following parameters [13,153,104]:

\[
N = \text{number of objects in the problem instance;}
\]
\[
T = \text{number of objects in the problem solution;}
\]
\[
M = \text{number of objects that can fit into internal memory;}
\]
\[
B = \text{number of objects per disk block;}
\]

where \( B < M < N \). An I/O operation (or simply I/O) is the operation of reading (or writing) a block from (or into) disk. Refer to Figure 1. Computation can only be performed on objects in internal memory. The measures of performance in this model are the number of I/Os used to solve a problem, as well as the amount of space (disk blocks) used and the internal memory computation time.

Several authors have considered more accurate and complex multi-level memory models than the two-level model. An increasingly popular approach to increase the performance of I/O systems is to use several disks in parallel so work has especially been done in multi disk models. See e.g. the recent survey by Vitter [151]. We will concentrate on the two-level one-disk model, since the data structures and data structure design techniques developed in this model often work well in more complex models. For brevity we will also ignore internal computation time.

Outline of paper. The rest of this paper is organized as follows. In Section 2 we discuss the B-tree, the most fundamental (one-dimensional) external data structure, as well as recent variants and extensions of the structure, and in Section 3 we discuss the so-called buffer trees. In Section 4 we illustrate some of the important techniques and ideas used in the development of provably I/O-efficient data structures for higher-dimensional problems through a discussion of the external priority search tree for 3-sided planar range searching. We also discuss a general method for obtaining a dynamic data structure from a static

Fig. 1. Disk model; An I/O moves \( B \) contiguous elements between disk and main memory (of size \( M \)).
one. In Section 5 we discuss data structures for general (4-sided) planar range searching, and in Section 6 we survey results on external data structures for interval management, point location, range counting, higher-dimensional range searching, halfspace range searching, range searching among moving points, and proximity queries. Several of the worst-case efficient structures we consider are simple enough to be of practical interest. Still, there are many good reasons for developing simpler (heuristic) and general purpose structures without worst-case performance guarantees, and a large number of such structures have been developed in the database community. Even though the focus of this paper is on provably worst-case efficient data structures, in Section 7 we give a short survey of some of the major classes of such heuristic-based structures. The reader is referred to recent surveys for a more complete discussion [12, 85, 121]. Finally, in Section 8 we discuss some of the efforts which have been made to implement the developed worst-case efficient structures.

2 B-Trees

The B-tree is the most fundamental external memory data structure, corresponding to an internal memory balanced search tree [35, 63, 104, 95]. It uses linear space—\( O(N/B) \) disk blocks—and supports insertions and deletions in \( O(\log_B N) \) I/Os. One-dimensional range queries, asking for all elements in the tree in a query interval \([q_1, q_2]\), can be answered in \( O(\log_B N + T/B) \) I/Os.

The space, update, and query bounds obtained by the B-tree are the bounds we would like to obtain in general for more complicated problems. The bounds are significantly better than the bounds we would obtain if we just used an internal memory data structure and virtual memory. The \( O(N/B) \) space bound is obviously optimal and the \( O(\log_B N + T/B) \) query bound is optimal in a comparison model of computation. Note that the query bound consists of an \( O(\log_B N) \) search-term corresponding to the familiar \( O(\log N) \) internal memory search-term, and an \( O(T/B) \) reporting-term accounting for the \( O(T/B) \) I/Os needed to report \( T \) elements. Recently, the above bounds have been obtained for a number of problems (e.g. [30, 26, 149, 5, 47, 87]) but higher lower bounds have also been established for some problems [141, 26, 93, 101, 106, 135, 102]. We discuss these results in later sections.

B-trees come in several variants, like \( B^+ \) and \( B^* \) trees (see e.g. [35, 63, 95, 30, 104, 3] and their references). A basic B-tree is a \( \Theta(B) \)-ary tree (with the root possibly having smaller degree) built on top of \( \Theta(N/B) \) leaves. The degree of internal nodes, as well as the number of elements in a leaf, is typically kept in the range \([B/2 \ldots B]\) such that a node or leaf can be stored in one disk block. All leaves are on the same level and the tree has height \( O(\log_B N) \)—refer to Figure 2. In the most popular B-tree variants, the \( N \) data elements are stored in the leaves (in sorted order) and each internal node holds \( \Theta(B) \) “routing” (or “splitting”) elements used to guide searches.

To answer a range query \([q_1, q_2]\) on a B-tree we first search down the tree for \( q_1 \) and \( q_2 \) using \( O(\log_B N) \) I/Os, and then we report the elements in the
Fig. 2. B-tree; All internal nodes (except possibly the root) have fan-out $\Theta(B)$ and there are $\Theta(N/B)$ leaves. The tree has height $O(\log_B N)$.

$O(T/B)$ leaves between the leaves containing $q_1$ and $q_2$. We perform an insertion in $O(\log_B N)$ I/Os by first searching down the tree for the relevant leaf $l$. If there is room for the new element in $l$ we simply store it there. If not, we split $l$ into two leaves $l'$ and $l''$ of approximately the same size and insert the new element in the relevant leaf. The split of $l$ results in the insertion of a new routing element in the parent of $l$, and thus the need for a split may propagate up the tree. Propagation of splits can often be avoided by sharing some of the (routing) elements of the full node with a non-full sibling. A new (degree 2) root is produced when the root splits and the height of the tree grows by one. Similarly, we can perform a deletion in $O(\log_B N)$ I/Os by first searching for the relevant leaf $l$ and then removing the deleted element. If this results in $l$ containing too few elements we either fuse it with one of its siblings (corresponding to deleting $l$ and inserting its elements in the sibling), or we perform a share operation by moving elements from a sibling to $l$. As splits, fuse operations may propagate up the tree and eventually result in the height of the tree decreasing by one.

**B-tree variants and extensions.** Recently, several important variants and extensions of B-trees have been considered.

Argé and Vitter [30] developed the *weight-balanced B-trees*, which can be viewed as an external version of BB[$\alpha$] trees [120]. Weight-balanced B-trees are very similar to B-trees but with a weight constraint imposed on each node in the tree instead of a degree constraint. The weight of a node $v$ is defined as the number of elements in the leaves of the subtree rooted in $v$. Like B-trees, weight-balanced B-trees are rebalanced using split and fuse operations, and a key property of weight-balanced B-trees is that after performing a rebalance operation on a weight $\Theta(w)$ node $v$, $\Omega(w)$ updates have to be performed below $v$ before another rebalance operation needs to be performed on $v$. This means that an update can still be performed in $O(\log_B N)$ I/Os (amortized) even if $v$ has a large associated secondary structure that needs to be updated when a rebalance operation is performed on $v$, provided that the secondary structure can be updated in $O(w)$ I/Os. Weight-balanced B-trees have been used in numerous efficient data structure (see e.g. [30,26,89,90,38,3,28]).

In some applications we need to be able to traverse a path in a B-tree from a leaf to the root. To do so we need a *parent-pointer* from each node to its parent.
Such pointers can easily be maintained efficiently in normal B-trees or weight-balanced B-trees, but cannot be maintained efficiently if we also want to support divide and merge operations. A divide operation at element $x$ constructs two trees containing all elements less than and greater than $x$, respectively. A merge operation performs the inverse operation. Without parent pointers, B-trees and weight-balanced B-trees supports the two operations in $O(\log_B N)$ I/Os. Agarwal et al. [3] developed the level-balance B-trees in which divide and merge operations can be supported I/O-efficiently while maintaining parent pointers. In level-balanced B-trees a global balance condition is used instead of the local degree or weight conditions used in B-trees or weight-balanced B-trees; a constraint is imposed on the number of nodes on each level of the tree. When the constraint is violated the whole subtree at that level and above is rebuilt. Level-balanced B-trees e.g. have applications in dynamic maintenance of planar $st$-graphs [3].

Partial persistent B-trees, that is, B-trees where each update results in a new version of the structure, and where both the current and older versions can be queried (in the database community often called multiversion B-trees), are useful not only in database applications where previous versions of the database needs to be stored and queried, but (as we will discuss in Section 4) also in the solution of many geometric problems. Using standard persistent techniques [137, 70], a persistent B-tree can be designed such that updates can be performed in $O(\log_B N)$ I/Os and such that any version of the tree can be queried in $O(\log_B N + T/B)$ I/Os. Here $N$ is the number of updates and the tree uses $O(N/B)$ disk blocks [36,147].

In string applications a data element (string of characters) can often be arbitrarily long or different elements can be of different length. Such elements cannot be manipulated efficiently in standard B-trees, which assumes that elements (and thus routing elements) are of unit size. Ferragina and Grossi developed the elegant string B-tree where a query string $q$ is routed through a node using a so-called blind trie data structure [78]. A blind trie is a variant of the compacted trie [104,117], which fits in one disk block. In this way a query can be answered in $O(\log_B N + |q|/B)$ I/O. See [64,80,77,20] for other results on string B-trees and external string processing.

3 Buffer Trees

In internal memory, an $N$ element search tree can be constructed in optimal $O(N \log N)$ time simply by inserting the elements one by one. This construction algorithm can also be used as on optimal sorting algorithm. In external memory, we would use $O(N \log_B N)$ I/Os to build a B-tree using the same method. Interestingly, this is not optimal since Aggarwal and Vitter showed that sorting $N$ elements in external memory takes $\Theta(\frac{N}{M/B} \log_{M/B} \frac{N}{B})$ I/Os [13]. We can of course build a B-tree in the same bound by first sorting the elements and then building the tree level-by-level bottom-up.
In order to obtain an optimal sorting algorithm based on a search tree structure, we would need a structure that supports updates in $O\left(\frac{1}{B} \log_{M/B} N\right)$ I/Os. The inefficiency of the B-tree sorting algorithm is a consequence of the B-tree being designed to be used in an “on-line” setting where queries should be answered immediately—updates and queries are handled on an individual basis. This way we are not able to take full advantage of the large internal memory. It turns out that in an “off-line” environment where we are only interested in the overall I/O use of a series of operations and where we are willing to relax the demands on the query operations, we can develop data structures on which a series of $N$ operations can be performed in $O\left(\frac{N}{B} \log_{M/B} N\right)$ I/Os in total. To do so we use the buffer tree technique developed by Arge [14].

Basically the buffer tree is just a fan-out $\Theta(M/B)$ B-tree where each internal node has a buffer of size $\Theta(M)$. The tree has height $O\left(\log_{M/B} N\right)$; refer to Figure 3. Operations are performed in a “lazy” manner: In order to perform an insertion we do not (like in a normal B-tree) search all the way down the tree for the relevant leaf. Instead, we wait until we have collected a block of insertions and then we insert this block in the buffer of the root (which is stored on disk). When a buffer “runs full” its elements are “pushed” one level down to buffers on the next level. We can do so in $O(M/B)$ I/Os since the elements in the buffer fit in main memory and the fan-out of the tree is $O(M/B)$. If the buffer of any of the nodes on the next level becomes full by this process, the buffer-emptying process is applied recursively. Since we push $\Theta(M)$ elements one level down the tree using $O(M/B)$ I/Os (that is, we use $O(1)$ I/Os to push one block one level down), we can argue that every block of elements is touched a constant number of times on each of the levels of the tree. Thus, not counting rebalancing, inserting $N$ elements requires $O\left(\frac{N}{B} \log_{M/B} N\right)$ I/Os in total, or $O\left(\frac{1}{B} \log_{M/B} N\right)$ amortized. Arge showed that rebalancing can be handled in the same bound [14].

The basic buffer tree supporting insertions only can be used to construct a B-trees in $O\left(\frac{N}{B} \log_{M/B} N\right)$ I/Os (without explicitly sorting). This of course means that buffer trees can be used to design an optimal sorting algorithm. Note that unlike other sorting algorithm, the $N$ elements to be sorted do not all need to be given at the start of this algorithm. Deletions and (one-dimensional) range
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queries can also be supported I/O-efficiently using buffers [14]. The range queries are *batched* in the sense that we do not obtain the result of a query immediately. Instead parts of the result will be reported at different times as the query is pushed down the tree. This means that the data structure can only be used in algorithms where future updates and queries do not depend on the result of the queries. Luckily this is the case in many plane-sweep algorithms [73,14]. In general, problems where the entire sequence of updates and queries is known in advance, and the only requirement on the queries is that they must all eventually be answered, are known as *batched dynamic problems* [73].

As mentioned, persistent B-trees are often used in geometric data structures. Often, a data structure is constructed by performing $N$ insertions and deletions on an initially empty persistent B-tree, and then the resulting (static) structure is used to answer queries. Using the standard update algorithms the construction would take $O(N \log_B N)$ I/Os. A straightforward application of the buffer tree technique improves this to the optimal $O\left( \frac{N}{B} \log_{M/B} \frac{N}{B} \right)$ I/Os [145,21] (another optimal, but not linear space, algorithm can be designed using the *distribution-sweeping* technique [86]). Several other data structures can be constructed efficiently using buffers, and the buffer tree technique has been used to develop several other data structures which in turn have been used to develop algorithms in many different areas [25,29,20,21,107,15,76,46,144,145,96,44,136].

**Priority queues.** External buffered *priority queues* have been extensively researched because of their applications in graph algorithms. Arge showed how to perform deletemin operations on a basic buffer tree in amortized $O\left( \frac{1}{B} \log_{M/B} \frac{N}{B} \right)$ I/Os [14]. Note that in this case the deletemin occurs right away, that is, it is not batched. This is accomplished by periodically computing the $O(M)$ smallest elements in the structure and storing them in internal memory. Kumar and Schwabe [107] and Fadel et al. [76] developed similar buffered heaps. Using a partial rebuilding idea, Brodal and Katajainen [45] developed a worst-case efficient external priority queue. Using the buffer tree technique on a tournament tree, Kumar and Schwabe [107] developed a priority queue supporting update operations in $O\left( \frac{1}{B} \log \frac{N}{B} \right)$ I/Os. They also showed how to use their structure in several efficient external graph algorithms (see e.g. [2,7,18,22,27,46,59,81,97,107,110,111,116,118,122,142,156] for other results on external graph algorithms and data structures). Note that if the priority of an element is known, an update operation can be performed in $O\left( \frac{1}{B} \log_{M/B} \frac{N}{B} \right)$ I/Os on a buffer tree using a delete and an insert operation.

## 4 3-Sided Planar Range Searching

In internal memory many elegant data structures have been developed for higher-dimensional problems like range searching—see e.g. the recent survey by Agarwal and Erickson [12]. Unfortunately, most of these structures are not efficient when mapped directly to external memory—mainly because they are normally based on binary trees. The main challenge when developing efficient external structures
is to use B-trees as base structures, that is, to use multiway trees instead of binary
trees. Recently, some progress has been made in the development of provably
I/O-efficient data structures based on multi-way trees. In this section we consider
a special case of two-dimensional range searching, namely the 3-sided planar
range searching problem: Given a set of points in the plane, the solution to a
3-sided query \((q_1, q_2, q_3)\) consists of all points \((x, y)\) with \(q_1 \leq x \leq q_2\) and \(y \geq q_3\).
The solution to this problem is not only an important component of the solution
to the general planar range searching problem we discuss in Section 5, but it
also illustrate many of the techniques and ideas utilized in the development of
other external data structures.

The static version of the 3-sided problem where the points are fixed can easily
be solved I/O-efficiently using a sweeping idea and a persistent B-tree; consider
sweeping the plane with a horizontal line from \(y = \infty\) to \(y = -\infty\) and inserting
the \(x\)-coordinate of points in a persistent B-tree as they are met. To answer a
query \((q_1, q_2, q_3)\) we simply perform a one-dimensional range query \([q_1, q_2]\)
on the version of the persistent B-tree we had when the sweep-line was at \(y = q_3\).
Following the discussion in Section 2, the structure obtained this way uses linear
space and queries can be answered in \(O(\log B N + T/B)\) I/Os. The structure can
be constructed in \(O(\frac{N}{B} \log M/B \frac{N}{B})\) I/Os using the buffer tree technique.

From the static solution we can obtain a linear space dynamic structure which
answers a query in \(O(\log^2 B N + T/B)\) I/Os and can be updated in \(O(\log B N)\)
I/Os using an external version of the logarithmic method for transforming a
static structure into a dynamic structure [39,125]. This technique was developed
by Arge and Vahrenhold as part of the design of a dynamic external planar point
location structure (See Section 6). Due to its general interest, we describe the
technique in Section 4.1 below. An optimal \(O(\log B N)\) query structure can be
obtained in a completely different way, and we discuss this result in Section 4.2.

4.1 The Logarithmic Method

In internal memory, the main idea in the logarithmic method is to partition
the set of \(N\) elements into \(\log N\) subsets of exponentially increasing size \(2^i, i = 0, 1, 2, \ldots\), and build a static structure \(D_i\) for each of these subsets. Queries are
then performed by querying each \(D_i\) and combining the answers, while insertions
are performed by finding the first empty \(D_i\), discarding all structures \(D_j, j < i\),
and building \(D_i\) from the new element and the \(\sum_{l=0}^{i-1} 2^l = 2^i - 1\) elements in the
discarded structures.

To make the logarithmic method I/O-efficient we need to decrease the number
of subsets to \(\log B N\), which in turn means increasing the size of \(D_i\) to \(B^i\). When
doing so \(D_j, j < i\), does not contain enough objects to build \(D_i\) (since \(1 + \sum_{l=0}^{i-1} B^l < B^i\)). However, it turns out that if we can build a static structure
I/O-efficiently enough, this problem can be resolved and we can make a modified
version of the method work in external memory.

Consider a static structure \(D\) that can be constructed in \(O(\frac{N}{B} \log B N)\) I/Os
and that answers queries in \(O(\log B N)\) I/Os (note that \(O(\frac{N}{B} \log M/B \frac{N}{B}) =\)
Fig. 4. Logarithmic method; $\log_B N$ structures—$\mathcal{D}_i$ contains less than $B^i + 1$ elements. $\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_j$ do not contain enough elements to build $\mathcal{D}_{j+1}$ of size $B^{j+1}$.

$O\left(\frac{N \log B N}{B} \right)$ if $M > B^2$. We partition the $N$ elements into $\log_B N$ sets such that the $i$th set has size less than $B^i + 1$ and construct an external memory static data structure $\mathcal{D}_i$ for each set—refer to Figure 4. To answer a query, we simply query each $\mathcal{D}_i$ and combine the results using $O\left(\sum_{j=1}^{\log_B N} \log_B |\mathcal{D}_j|\right) = O\left(\log_B^2 N\right)$ I/Os. We perform an insertion by finding the first structure $\mathcal{D}_i$ such that $\sum_{j=1}^{i} |\mathcal{D}_j| \leq B^i$, discarding all structures $\mathcal{D}_j$, $j \leq i$, and building a new $\mathcal{D}_i$ from the elements in these structures using $O\left((B^i/B) \log_B B^i\right) = O\left(B^{i-1} \log_B N\right)$ I/Os. Now because of the way $\mathcal{D}_i$ was chosen, we know that $\sum_{j=1}^{i-1} |\mathcal{D}_j| > B^{i-1}$. This means that at least $B^{i-1}$ objects are moved from lower indexed structures to $\mathcal{D}_i$. If we divide the $\mathcal{D}_i$ construction cost between these objects, each object is charged $O\left(\log_B N\right)$ I/Os. Since an object never moves to a lower indexed structure we can at most charge it $O\left(\log_B N\right)$ times during $N$ insertions. Thus the amortized cost of an insertion is $O\left(\log_B^2 N\right)$ I/Os. Note that the key to making the method work is that the factor of $B$ we lose when charging the construction of a structure of size $B^i$ to only $B^{i-1}$ objects is offset by the $1/B$ factor in the construction bound. Deletions can also be handled I/O-efficiently using a global rebuilding idea.

4.2 Optimal Dynamic Structure

Following several earlier attempts [101,127,141,43,98], Arge et al. [26] developed an optimal dynamic structure for the 3-sided planar range searching problem. The structure is an external version of the internal memory priority search tree structure [113]. The external priority search tree consists of a base $B$-tree on the $x$-coordinates of the $N$ points. A range $X_v$ (containing all points below $v$) can be associated with each node $v$ in a natural way. This range is subdivided into $\Theta(B)$ subranges associated with the children of $v$. For illustrative purposes we call the subranges slabs. In each node $v$ we store $O(B)$ points for each of $v$’s $\Theta(B)$ children $v_i$, namely the $B$ points with the highest $y$-coordinates in the $x$-range of $v_i$ (if existing) that have not been stored in ancestors of $v$. We store the $O(B^2)$ points in the linear space static structure discussed above (the “$O(B^2)$–structure”) such that a 3-sided query on them can be answered in $O\left(\log_B B^2 + T/B\right) = O(1 + T/B)$
I/Os. Since every point is stored in precisely one $O(B^2)$–structure, the structure uses $O(N/B)$ space in total.

To answer a 3-sided query $(q_1, q_2, q_3)$ we start at the root of the external priority search tree and proceed recursively to the appropriate subtrees; when visiting a node $v$ we query the $O(B^2)$–structure and report the relevant points, and then we advance the search to some of the children of $v$. The search is advanced to child $v_i$ if $v_i$ is either along the leftmost search path for $q_1$ or the rightmost search path for $q_2$, or if the entire set of points corresponding to $v_i$ in the $O(B^2)$–structure were reported—refer to Figure 5. The query procedure reports all points in the query range since if we do not visit child $v_i$ corresponding to a slab completely spanned by the interval $[q_1, q_2]$, it means that at least one of the points in the $O(B^2)$–structure corresponding to $v_i$ does not satisfy the query. This in turn means that none of the points in the subtree rooted at $v_i$ can satisfy the query. That we use $O(\log_B N + T/B)$ I/Os to answer a query can be seen as follows. In every internal node $v$ visited by the query procedure we spend $O(1 + T_v/B)$ I/Os, where $T_v$ is the number of points reported. There are $O(\log_B N)$ nodes visited on the search paths in the tree to the leaf containing $q_1$ and the leaf containing $q_2$ and thus the number of I/Os used in these nodes adds up to $O(\log_B N + T/B)$. Each remaining visited internal node $v$ is not on the search path but it is visited because $\Theta(B)$ points corresponding to it were reported when we visited its parent. Thus the cost of visiting these nodes adds up to $O(T/B)$, even if we spend a constant number of I/Os in some nodes without finding $\Theta(B)$ points to report.

To insert a point $p = (x, y)$ in the external priority search tree we search down the tree for the leaf containing $x$, until we reach the node $v$ where $p$ needs to be inserted in the $O(B^2)$–structure. The $O(B^2)$–structure is static but since it has size $O(B^2)$ we can use a global rebuilding idea to make it dynamic [125]; we simply store the update in a special “update block” and once $B$ updates have been collected we rebuild the structure using $O(B^2 \log M/B)$ I/Os. Assuming $M > B^2$, that is, that the internal memory is capable of holding $B$ blocks, this is $O(1)$ and we obtain an $O(1)$ amortized update bound. Arge et al. [26] showed how to make this worst-case, even without the assumption on the main
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**Fig. 5.** Internal node $v$ with children $v_1, v_2, \ldots, v_5$. The points in bold are stored in the $O(B^2)$–structure. To answer a 3-sided query we report the relevant of the $O(B^2)$ points and answer the query recursively in $v_2, v_3$, and $v_5$. The query is not extended to $v_4$ because not all of the points from $v_4$ in the $O(B^2)$–structure satisfy the query.
memory size. Insertion of $p$ in $v$ (may) result in the $O(B^2)$-structure containing one too many points from the slab corresponding to the child $v_j$ containing $x$. Therefore, apart from inserting $p$ in the $O(B^2)$-structure, we also remove the point $p'$ with the lowest $y$-coordinate among the points corresponding to $v_j$. We insert $p'$ recursively in the tree rooted in $v_j$. Since we use $O(1)$ I/Os in each of the nodes on the search path, the insertion takes $O(\log_B N)$ I/Os. We also need to insert $x$ in the base B-tree. This may result in split and/or share operations and each such operation may require rebuilding an $O(B^2)$-structure (as well as movement of some points between $O(B^2)$-structures). Using weight-balanced B-tress, Arge et al. [26] showed how the rebalancing after an insertion can be performed in $O(\log_B N)$ I/Os worst case. Deletions can be handled in $O(\log_B N)$ I/Os in a similar way [26].

The above solution to the 3-sided planar range searching problem illustrates some of the problems encountered when developing I/O-efficient dynamic data structures, as well as the techniques commonly used to overcome these problems. As already discussed, the main problem is that in order to be efficient, external tree data structures need to have large fan-out. In the above example this resulted in the need for what we called the $O(B^2)$-structure. This structure solved a static version of the problem on $O(B^2)$ points. The structure was necessary since to “pay” for a visit to a child node $v_i$, we needed to find $\Theta(\log_B N)$ points in the slab corresponding to $v_i$ satisfying the query. The idea of charging some of the query cost to the output size is often called filtering [51], and the idea of using a static structure on $O(B^2)$ elements in each node has been called the bootstrapping paradigm [151,152]. Finally, the ideas of weight-balancing and global rebuilding were used to obtain worst-case efficient update bounds. All these ideas have been used in the development of other efficient external data structures.

5 General Planar Range Searching

After discussing 3-sided planar range searching we are now ready to consider general planar range searching; given a set of points in the plane we want to be able to find all points contained in a query rectangle. While linear space and $O(\log_B N + T/B)$ query structures exist for special cases of this problem—like the 3-sided problem described in Section 4—Subramanian and Ramaswamy showed that one cannot obtain an $O(\log_B N + T/B)$ query bound using less than $\Theta(N \log(N/B))$ disk blocks [141].\(^1\) This lower bound holds in a natural external memory version of the pointer machine model [53]. A similar bound in a slightly different model where the search component of the query is ignored was proved by Arge et al. [26]. This indexability model was defined by Hellerstein et al. [93] and considered by several authors [101,106,135].

Based on a sub-optimal but linear space structure for answering 3-sided queries, Subramanian and Ramaswamy developed the $P$-range tree that uses optimal $O(\frac{N \log(N/B)}{B \log_B N})$ space but uses more than the optimal $O(\log_B N + T/B)$

\(^1\) In fact, this bound even holds for a query bound of $O(\log^c_B N + T/B)$ for any constant $c$. 

I/Os to answer a query [141]. Using their optimal structure for 3-sided queries, Arge et al. obtained an optimal structure [26]. We discuss the structure in Section 5.1 below. In practical applications involving massive datasets it is often crucial that external data structures use linear space. We discuss this further in Section 7. Grossi and Italiano developed the elegant linear space cross-tree data structure which answers planar range queries in $O(\sqrt{N/B + T/B})$ I/Os [89, 90]. This is optimal for linear space data structures— as e.g. proven by Kanth and Singh [102]. The $O$-tree of Kanth and Singh [102] obtains the same bounds using ideas similar to the ones used by van Kreveld and Overmars in divided k-d trees [146]. In Section 5.2 below we discuss the cross-tree further.

### 5.1 Logarithmic Query Structure

The $O(\log_B N + T/B)$ query data structure is based on ideas from the corresponding internal memory data structure due to Chazelle [51]. The structure consists of a fan-out $\log_B N$ base tree over the $x$-coordinates of the $N$ points. As previously an $x$-range is associated with each node $v$ and it is subdivided into $\log_B N$ slabs by $v$’s children $v_1, v_2, \ldots, v_{\log_B N}$. We store all the points in the $x$-range of $v$ in four secondary data structures associated with $v$. The first structure stores the points in a linear list sorted by $y$-coordinate. The three other structures are external priority search trees. Two of these structures are used for answering 3-sided queries with the opening to the left and to the right, respectively. For the third priority search tree we consider for each child $v_i$ the points in the $x$-range of $v_i$ in $y$-order, and for each pair of consecutive points $(x_1, y_1)$ and $(x_2, y_2)$ we store the point $(y_1, y_2)$ in the tree. With each constructed point we also store pointers to the corresponding two original points in the sorted list of points in a child node. Since we use linear space on each of the $O(\log \log_B N (N/B)) = O(\log(N/B)/\log \log_B N)$ levels of the tree, the structure uses $O(\frac{N \log(N/B)}{B \log \log_B N})$ disk blocks in total.

To answer a 4-sided query $q = (q_1, q_2, q_3, q_4)$ we first find the topmost node $v$ in the base tree where the $x$-range $[q_1, q_2]$ of the query contains a boundary between two slabs. Consider the case where $q_1$ lies in the $x$-range of $v_i$ and $q_2$ lies in the $x$-range of $v_j$—refer to Figure 6. The query $q$ is naturally decomposed into three parts, consisting of a part in $v_i$, a part in $v_j$, and a part completely spanning nodes $v_k$, for $i < k < j$. The points contained in the first two parts can be found in $O(\log_B N + T/B)$ I/Os using the right opening priority search tree in $v_i$ and the left opening priority search tree in $v_j$. To find the points in the third part we query the third priority search tree associated with $v$ with $(-\infty, q_2, q_2)$, that is, we find all points $(y_1, y_2)$ in the structure with $y_1 \leq q_2$ and $y_2 \geq q_2$. Since a point $(y_1, y_2)$ corresponds to a consecutive pair $(x_1, y_1)$ and $(x_2, y_2)$ of the original points in a slab, we in this way obtain the $O(\log_B N)$ bottommost point contained in the query for each of the nodes $v_{i+1}, v_{i+2}, \ldots, v_{j-1}$. Using the pointers to the same points in these children nodes, we then traverse the $j - i - 1 = O(\log_B N)$ relevant sorted lists and output the remaining points using $O(\log_B N + T/B)$ I/Os.
To insert or delete a point, we need to perform $O(1)$ updates on each of the $O(\log(N/B)/\log\log B N)$ levels of the base tree. Each of these updates takes $O(\log B N)$ I/Os. We also need to update the base tree. Using a weight-balanced B-tree, Arge et al. showed how this can be done in $O((\log B N)(\log N B)/\log\log B N)$ I/Os [26].

5.2 Linear Space Structure

The linear space cross-tree structure of Grossi and Italiano consists of two levels [89,90]. The lower level partitions the plane into $\Theta(\sqrt{N/B})$ vertical slabs and $\Theta(\sqrt{N/B})$ horizontal slabs containing $\Theta(\sqrt{NB})$ points each, forming an irregular grid of $\Theta(N/B)$ basic squares—refer to Figure 7. Each basic square can contain between 0 and $\sqrt{NB}$ points. The points are grouped and stored according to the vertical slabs—points in vertically adjacent basic squares containing less than $B$ points are grouped together to form groups of $\Theta(B)$ points and stored in blocks together. The points in a basic square containing more than $B$ points are stored in a B-tree. Thus the lower level uses $O(N/B)$ space. The upper level consists of a linear space search structure which can be used to determine the basic square containing a given point—for now we can think of the structure as consisting of a fan-out $\sqrt{B}$ B-tree $T_V$ on the $\sqrt{N/B}$ vertical slabs and a separate fan-out $\sqrt{B}$ B-tree $T_H$ on the $\sqrt{N/B}$ horizontal slabs.

In order to answer a query $(q_1, q_2, q_3, q_4)$ we use the upper level search tree to find the vertical slabs containing $q_1$ and $q_3$ and the horizontal slabs containing $q_2$ and $q_4$ using $O(\log\sqrt{B} N) = O(\log B N)$ I/Os. We then explicitly check all points in these slabs and report all the relevant points. In doing so we use $O(\sqrt{NB}/B) = O(\sqrt{N/B})$ I/Os to traverse the vertical slabs and $O(\sqrt{NB}/B + ...
\( \sqrt{N/B} \) = \( O(\sqrt{N/B}) \) I/Os to traverse the horizontal slabs (the \( \sqrt{N/B} \)-term in the latter bound is a result of the slabs being blocked vertically—a horizontal slab contains \( \sqrt{N/B} \) basic squares). Finally, we report all points corresponding to basic squares fully covered by the query. To do so we use \( O(\sqrt{N/B + T/B}) \) I/Os since the slabs are blocked vertically. In total we answer a query in \( O(\sqrt{N/B + T/B}) \) I/Os.

In order to perform an update we need to find and update the relevant basic square. We may also need to split slabs (insertion) or merge slabs with neighbor slabs (deletions). In order to do so efficiently while still being able to answer a range query I/O-efficiently, the upper level is actually implemented using a cross-tree \( T_{HV} \). \( T_{HV} \) can be viewed as a cross product of \( T_V \) and \( T_H \): For each pair of nodes \( u \in T_H \) and \( v \in T_V \) on the same level we have a node \((u, v)\) in \( T_{HV} \), and for each pair of edges \((u, u') \in T_H \) and \((v, v') \in T_V \) we have an edge \(((u, v), (u', v'))\) in \( T_{HV} \). Thus the tree has fan-out \( O(B) \) and uses \( O((\sqrt{N/B})^2) = O(N/B) \) space. Grossi and Italiano showed how we can use the cross-tree to search for a basic square in \( O(\log_B N) \) I/Os and how the full structure can be used to answer a range query in \( O(\sqrt{N/B + T/B}) \) I/Os [89,90]. They also showed that if \( T_H \) and \( T_V \) are implemented using weight-balanced B-trees, the structure can be maintained in \( O(\log_B N) \) I/Os during an update.

6 Survey of Other External Data Structures

After having discussed planar range searching is some detail, in this section we survey other results on worst-case efficient external data structures.

Interval management. The interval management (or stabbing query) problem is the problem of maintaining a dynamically changing set of (one-dimensional) intervals such that given a query point \( q \) all intervals containing \( q \) can be reported efficiently. By mapping each interval \([x, y]\) to the point \((x, y)\) in the plane, a query corresponds to finding all points such that \( x \leq q \) and \( y \geq q \), which means that the external priority search tree describe in Section 4.2 can be used to solve this problem optimally. However, the problem was first solved optimally by Arge and Vitter [30], who developed an external version of the interval tree of Edelsbrunner [71,72].

The external interval tree was the first to use several of the ideas also utilized in the external priority search tree; filtering, bootstrapping, and weight-balanced B-trees. The structure also utilized the notion of multislabs, which is useful when storing objects (like intervals) with a spatial extent. Recall that a slab is a subrange of the range associated with a node \( v \) of a base tree defined by the range of one of \( v \)'s children. A multislabs is simply a contiguous sets of slabs. A key idea in the external interval tree is to decrease the fanout of the base tree to \( \sqrt{B} \), maintaining the \( O(\log_B N) \) tree height, such that each node has \( O(\sqrt{B})^2 = O(B) \) associated multislabs. This way a constant amount of information can be stored about each multislab in \( O(1) \) blocks. Similar ideas have been utilized in several other external data structures [14,25,3,28]. Variants
of the external interval tree structure, as well as applications of it in isosurface extraction, have been considered by Chiang and Silva [29,60,62,61] (see also [7]).

**Planar point location.** The planar point location problem is defined as follows: Given a planar subdivision with \(N\) vertices (i.e., a decomposition of the plane into polygonal regions induced by a straight-line planar graph), construct a data structure so that the face containing a query point \(p\) can be reported efficiently. In internal memory, a lot of work has been done on this problem—see e.g. the survey by Snoeyink [140]. Goodrich et al. [86] described the first query optimal \(O(\log_B N)\) I/O static solution to the problem, and several structures which can answer a batch of queries I/O-efficiently have also been developed [86,29,25,65,143].

Recently, progress has been made in the development of I/O-efficient dynamic point location structures. In the dynamic version of the problem one can change the subdivision dynamically (insert and delete edges and vertices). Based on the external interval tree structure and ideas also utilized in several internal memory structures [56,34], Agarwal et al. [3] developed a dynamic structure for monotone subdivisions. Utilizing the logarithmic method and a technique similar to dynamic fractional cascading [54,114], Arge and Vahrenhold improved the structure to work for general subdivisions. Their structure uses linear space and supports updates and queries in \(O(\log^2 B N)\) I/Os.

**Range counting.** Given a set of \(N\) points in the plane, a range counting query asks for the number of points within a query rectangle. Based on ideas utilized in an internal memory counting structure due to Chazelle [52], Agarwal et al. [6] designed an external data structure for the range counting problem. Their structure use linear space and answers a query in \(O(\log_B N)\) I/Os. Based on a reduction due to Edelsbrunner and Overmars [74], they also designed a linear space and \(O(\log_B N)\) query structure for the rectangle counting problem. In this problem, given a set of \(N\) rectangles in the plane, a query asks for the number of rectangles intersecting a query rectangle. Finally, they extended their structures to the d-dimensional versions of the two problems. See also [157] and references therein.

**Higher-dimensional range searching.** Vengroff and Vitter [149] presented a data structure for 3-dimensional range searching with a logarithmic query bound. With recent modifications their structure answers queries in \(O(\log_B N + T/B)\) I/Os and uses \(O(\frac{N}{B} \log^3 \frac{N}{B} / \log \log^3 B N)\) space [151]. More generally, they presented structures for answering \((3+k)\)-sided queries \((k\) of the dimensions, \(0 \leq k \leq 3,\) have finite ranges) in \(O(\log_B N + T/B)\) I/Os using \(O(\frac{N}{B} \log^k \frac{N}{B} / \log \log^k B N)\) space.

As mentioned, space use is often as crucial as query time when manipulating massive datasets. The linear space cross-tree of Grossi and Italiano [89,90], as well as the O-tree of Kanth and Singh [102], can be extended to support \(d\)-dimensional range queries in \(O((N/B)^{1-1/d} + T/B)\) I/Os. Updates can be
performed in $O(\log_B N)$ I/Os. The cross-tree can also be used in the design of dynamic data structures for several other problems [89,90].

**Halfspace range searching.** Given a set of points in $d$-dimensional space, a halfspace range query asks for all points on one side of a query hyperplane. Halfspace range searching is the simplest form of non-isothetic (non-orthogonal) range searching. The problem was first considered in external memory by Franciosa and Talamo [83,82]. Based on an internal memory structure due to Chazelle et al. [55], Agarwal et al. [5] described an optimal $O(\log_B N + T/B)$ query and linear space structure for the 2-dimensional case. Using ideas from an internal memory result of Chan [50], they described a structure for the 3-dimensional case, answering queries in $O(\log_B N + T/B)$ expected I/Os but requiring $O((N/B)\log(N/B))$ space. Based on the internal memory partition trees of Matoušek [112], they also gave a linear space data structure for answering $d$-dimensional halfspace range queries in $O((N/B)^{1-1/d+\epsilon} + T/B)$ I/Os for any constant $\epsilon > 0$. The structure supports updates in $O((\log(N/B)) \log_B N)$ expected I/Os amortized. Using an improved construction algorithm, Agarwal et al. [4] obtained an $O(\log_B^2 N)$ amortized and expected update I/O-bound for the planar case. Agarwal et al. [5] also showed how the query bound of the structure can be improved at the expense of extra space. Finally, their linear space structure can also be used to answer very general queries—more precisely, all points within a query polyhedron with $m$ faces can be found in $O(m(N/B)^{1-1/d+\epsilon} + T/B)$ I/Os.

**Range searching on moving points.** Recently there has been an increasing interest in external memory data structures for storing continuously moving objects. A key goal is to develop structures that only need to be changed when the velocity or direction of an object changes (as opposed to continuously).

Kollios at al. [105] presented initial work on storing moving points in the plane such that all points inside a query range at query time $t$ can be reported in a provably efficient number of I/Os. Their results were improved and extended by Agarwal et al. [4] who developed a linear space structure that answers a query in $O((N/B)^{1/2+\epsilon} + T/B)$ I/Os for any constant $\epsilon > 0$. A point can be updated using $O(\log_B^2 N)$ I/Os. The structure is based on partition trees and can also be used to answer queries where two time values $t_1$ and $t_2$ are given and we want to find all points that lie in the query range at any time between $t_1$ and $t_2$. Using the notion of kinetic data structures introduced by Basch et al. [33], as well as a persistent version of the planar range searching structure [26] discussed in Section 5, Agarwal et al. [4] also developed a number of other structures with improved query performance. One of these structures has the property that queries in the near future are answered faster than queries further away in time. Further structures with this property were developed by Agarwal et al. [10].

**Proximity queries.** Proximity queries such as nearest neighbor and closest pair queries have become increasingly important in recent years, for example because of their applications in similarity search and data mining. Callahan et al. [47] developed the first worst-case efficient external proximity query data
structures. Their structures are based on an external version of the topology trees of Frederickson [84] called topology B-trees, which can be used to dynamically maintain arbitrary binary trees I/O-efficiently.

Using topology B-trees and ideas from an internal structure of Bespamyatnikh [42], Callahan et al. [47] designed a linear space data structure for dynamically maintaining the closest pair of a set of points in $d$-dimensional space. The structure supports updates in $O(\log_B N)$ I/Os. The same result was obtained by Govindarajan et al. [87] using the well-separated pair decomposition of Callahan and Kosaraju [48,49]. Govindarajan et al. [87] also showed how to dynamically maintain a well-separated pair decomposition of a set of $d$-dimensional points using $O(\log_B N)$ I/Os per update.

Using topology B-trees and ideas from an internal structure due to Arya et al. [31], Callahan et al. [47] developed a linear space data structure for the dynamic approximate nearest neighbor problem. Given a set of points in $d$-dimensional space, a query point $p$, and a parameter $\epsilon$, the approximate nearest neighbor problem consists of finding a point $q$ with distance at most $(1+\epsilon)$ times the distance of the actual nearest neighbor of $p$. The structure answers queries and supports updates in $O(\log_B N)$ I/Os. Agarwal et al. [4] designed I/O-efficient data structures for answering approximate nearest neighbor queries on a set of moving points.

In some applications we are interested in finding not only the nearest but all the $k$ nearest neighbors of a query point. Based on their 3-dimensional halfspace range searching structure, Agarwal et al [5] described a structure that uses $O((N/B) \log(N/B))$ space to store $N$ points in the plane such that a $k$ nearest neighbors query can be answered in $(\log_B N + k/B)$ I/Os.

7 Practical General-Purpose Structures

Although several of the worst-case efficient (and often optimal) data structures discussed in the previous sections are simple enough to be of practical interest, they are often not the obvious choices when deciding which data structures to use in a real-world application. There are several reasons for this, one of the most important being that in real applications involving massive datasets it is practically feasible to use data structures of size $cN/B$ only for a very small constant $c$. Since fundamental lower bounds often prevent logarithmic worst-case search cost for even relatively simple problems when restricting the space use to linear, we need to develop heuristic structures which perform well in most practical cases. Space restrictions also motivate us not to use structures for single specialized queries but instead design general structures that can be used to answer several different types of queries. Finally, implementation considerations often motivate us to sacrifice worst-case efficiency for simplicity. All of these considerations have led to the development of a large number of general-purpose data structures that often work well in practice, but which do not come with worst-case performance guarantees. Below we quickly survey the major classes of such structures. The reader is referred to more complete surveys for details [12,85,121,88,124,134].
Range searching in $d$-dimensions is the most extensively researched problem. A large number of structures have been developed for this problem, including space filling curves (see e.g. [123,1,32]), grid-files [119,94], various quad-trees [133, 134], $kd$-B trees [128]—and variants like Buddy-trees [138], hB-trees [109,75] and cell-trees [91]—and various R-trees [92,88,139,37,100]. Often these structures are broadly classified into two types, namely space driven structures (like quad-trees and grid-files), which partition the embedded space containing the data points and data driven structures (like $kd$-B trees and R-trees), which partition the data points themselves. Agarwal et al. [9] describe a general framework for efficient construction and updating of many of the above structures.

As mentioned above, we often want to be able to answer a very diverse set of queries, like halfspace range queries, general polygon range queries, and point location queries, on a single data structure. Many of the above data structures can easily be used to answer many such different queries and that is one main reason for their practical success. Recently, there has also been a lot of work on extensions—or even new structures—which also support e.g. moving objects (see e.g [155,132,154,126] and references therein) or proximity queries (see e.g. [41, 129,103,85,12,121] and references therein). However, as discussed, most often no guarantee on the worst-case query performance is provided for these structures.

So far we have mostly discussed point data structures. In general, we are interested in storing objects such as lines and polyhedra with a spatial extent. Like in the point case, a large number of heuristic structures, many of which are variations of the ones mentioned above, have been proposed for such objects. However, almost no worst-case efficient structures are known. In practice a filtering/refinement method is often used when managing objects with spatial extent. Instead of directly storing the objects in the data structure we store the minimal bounding (axis-parallel) rectangle containing each object together with a pointer to the object itself. When answering a query we first find all the minimal bounding rectangles fulfilling the query (the filtering step) and then we retrieve the objects corresponding to these rectangles and check each of them to see if they fulfill the query (the refinement step). One way of designing data structures for rectangles (or even more general objects) is to transform them into points in higher-dimensional space and store these points in one of the point data structures discussed above (see e.g. [85,121] for a survey). However, a structure based on another idea has emerged as especially efficient for storing and querying minimal bounding rectangles. Below we further discuss this so-called R-tree and its many variants.

**R-trees.** The R-tree, originally proposed by Guttman [92], is a multiway tree very similar to a B-tree; all leaf nodes are on the same level of the tree and a leaf contains $\Theta(B)$ data rectangles. Each internal node $v$ (except maybe for the root) has $\Theta(B)$ children. For each of its children $v_i$, $v$ contains the minimal bounding rectangle of all the rectangles in the tree rooted in $v_i$. An R-tree has height $O(\log_B N)$ and uses $O(N/B)$ space. An example of an R-tree is shown in Figure 8. Note that there is no unique R-tree for a given set of data rectangles and that minimal bounding rectangles stored within an R-tree node can overlap.
In order to query an R-tree to find, say, all rectangles containing a query point \( p \), we start at the root and recursively visit all children whose minimal bounding rectangle contains \( p \). This way we visit all internal nodes whose minimal bounding rectangle contains \( p \). There can be many more such nodes than actual data rectangles containing \( p \) and intuitively we want the minimal bounding rectangles stored in an internal node to overlap as little as possible in order to obtain a query efficient structure.

An insertion can be performed in \( O(\log_B N) \) I/Os like in a B-tree. We first traverse the path from the root to the leaf we choose to insert the new rectangle into. The insertion might result in the need for node splittings on the same root-leaf path. As insertion of a new rectangle can increase the overlap in a node, several heuristics for choosing which leaf to insert a new rectangle into, as well as for splitting nodes during rebalancing, have been proposed [88,139,37,100]. The R*-tree variant of Beckmann et al. [37] seems to result in the best performance in many cases. Deletions are also performed similarly to deletions in a B-tree but we cannot guarantee an \( O(\log_B N) \) bound since finding the data rectangle to delete may require many more I/Os. Rebalancing after a deletion can be performed by fusing nodes like in a B-tree but some R-tree variants instead delete a node when it underflows and reinsert its children into the tree (often referred to as “forced reinsertion”). The idea is to try to obtain a better structure by forcing a global reorganization of the structure instead of the local reorganization a node fuse constitutes.

Constructing an R-tree using repeated insertion takes \( O(N\log_B N) \) I/Os and does not necessarily result in a good tree in terms of query performance. Therefore several sorting based \( O\left(\frac{N^2}{B^2} \log_{M/B} \frac{N}{B}\right) \) I/O construction algorithms have been proposed [130,99,69,108,40]. Several of these algorithms produce an R-tree with practically better query performance than an R-tree built by repeated insertion. Still, no better than a linear worst-case query I/O-bound has been proven for any of them. Very recently, however, de Berg et al. [68] and Agarwal et al. [11] presented R-tree construction algorithms resulting in R-trees with provably efficient worst-case query performance measured in terms of certain parameters describing the input data. They also discussed how these structures can be efficiently maintained dynamically.
8 Implementation of I/O-Efficient Data Structures

Two ongoing projects aim at developing software packages that facilitates implementation of I/O-efficient algorithms and data structures in a high-level, portable and efficient way. These projects are the LEDA-SM project at MPI in Germany [66,67] and the TPIE (Transparent Parallel I/O Programming Environment) project at Duke [17,148]. We briefly discuss these projects and the experiments performed within them below. Outside these projects, a few other authors have reported on stand-alone implementations of geometric algorithms [57, 58], external interval trees [60,61,62], buffer trees [96], and string B-trees [79].

LEDA-SM. LEDA-SM is an extension of the LEDA library [115] of efficient algorithms and data structures. It consists of a kernel that gives an abstract view of external memory as a collection of disks, each consisting of a collection of blocks. The kernel provides a number of primitives for manipulating blocks, which facilitate efficient implementation of external memory algorithms and data structures. The LEDA-SM distribution also contains a collection of fundamental data structures, such as stacks, queues, heaps, B-trees and buffer-trees, as well as a few fundamental algorithms such as external sorting and matrix operations. It also contains algorithms and data structures for manipulating strings and massive graphs. Results on the practical performance of LEDA-SM implementations of external priority queues and I/O-efficient construction of suffix arrays can be found in [44] and [64], respectively.

TPIE. The first part of the TPIE project took a stream-based approach to computation [148,17], where the kernel feeds a continuous stream of elements to the user programs in an I/O-efficient manner. This approach is justified by theoretical research on I/O-efficient algorithms, which show that a large number of problems can be solved using a small number of streaming paradigms, all implemented in TPIE. This part of TPIE also contains fundamental data structures such as queues and stacks, algorithms for sorting and matrix operations, as well as a few more specialized geometric algorithms. It has been used in I/O-efficient implementations of several scientific computation [150], spatial join [24,25,23], and terrain flow [27,19] algorithms.

Since most external data structures cannot efficiently be implemented in a stream-based framework, the second part of the TPIE project adds kernel support for a block oriented programming style. Like in LEDA-SM, the external memory is viewed as a collection of blocks and primitives for manipulating such blocks are provided. Fundamental data structure such as B-trees and R-trees are also provided with this part of TPIE. The block oriented part of TPIE is integration with the stream oriented part, and together the two parts have been used to implement I/O-efficient algorithms for R-trees construction [21] based on the buffer technique, to implement an I/O-efficient algorithms for constriction and updating of kd-tree [8,9], as well as to implement the recently developed structures for range counting [6]. Other external data structures currently being implemented includes persistent B-trees, structures for planar point location, and the external priority search tree.
9 Conclusions

In this paper we have discussed recent advances in the development of provably efficient external memory dynamic data structures, mainly for geometric objects and especially for the one- and two-dimensional range searching problems. A more detailed survey by the author can be found in [16]. Even though a lot of progress has been made, many problems still remain open. For example, $O(\log_B N)$-query and space efficient structures still need to be found for many higher-dimensional problems.
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Abstract. We will investigate a number of algorithmic problems that arise in large networks such as the world-wide web. We will mostly concentrate on the following problems.

General Caching Problems: Caching is a very well-studied problem. Consider a two-level memory system consisting of a small fast memory, that can store up to $k$ bits, and a large slow memory, that can store potentially infinitely many bits. The goal is to serve a sequence of memory accesses with low total cost. In standard caching it is assumed that all memory pages have a uniform size and a uniform fault cost. In a general caching problem, however, pages or documents have varying sizes and varying costs. This problem arises, among other places, in the cache design for networked file systems or the world-wide web. In the web, for instance, the transmission time of a web page depends on the location of the corresponding server and also on transient conditions such as the server load or network congestion.

The offline variant of general caching problems is NP-hard. Irani \cite{7} recently presented polynomial time algorithms that achieve an approximation ratio of $O(\log(k/s))$, where $s$ is the size of the smallest document ever requested. We present polynomial time constant factor approximation algorithms that use a small amount of additional memory. The values of the approximation ratios depend on the exact cost model assumed. In the most general setting we achieve a $(4 + \varepsilon)$-approximation, for any $\varepsilon > 0$. The main idea of our solutions is to formulate caching problems as integer programs and solve linear relaxations. A fractional solution is transformed into a feasible solution using a new rounding technique. Our results were published in \cite{2}.

Management of persistent TCP connections: Communication between clients and servers in the web is performed using HTTP (Hyper Text Transfer Protocol), which in turn uses TCP (Transmission Control Protocol) to transfer data. If data has to be transmitted between two network nodes, then there has to exist an open TCP connection between these two nodes. While the earlier HTTP/1.0 opened and closed a separate TCP connection for each transmission request, the new HTTP/1.1 permits persistent connections, i.e. a TCP connection may be kept open and idle until a new transmission request arrive or the connection is explicitly closed by the server or the client. The problem is to maintain a limited number of open TCP connections at each network node, not knowing which connections will be required in the future.

Cohen et al. \cite{4} recently initiated the study of connection caching in the web and presented optimal competitive online algorithms assuming
that the establishment cost is uniform for all the connections. They also analyzed various models of communication. We investigate the setting where connections may incur different establishment costs and present online algorithms that achieve an optimal competitiveness. Our algorithms use extra communication between network nodes while managing open connections. We can develop refined algorithms that allow trade-offs between extra communication and competitive performance. We also consider problem extensions where connections may have time-out values or asymmetric establishment costs. The results appeared in [11].

Dynamic TCP acknowledgment: Consider a sequence of data packets that arrives at a network node over an open TCP connection. The node has to acknowledge the receipt of the packets by sending acknowledgments to the sending site. Most implementations of TCP use some acknowledgment delay mechanism, i.e., multiple incoming data packets are acknowledged with a single acknowledgment. A reduction of the number of acknowledgments sent leads to a smaller network congestion and to a smaller overhead incurred in sending and receiving acknowledgments. On the other hand, by sending fewer acknowledgments, we increase the latency of the TCP connection. The goal is to acknowledge dynamically a sequence of data packets, that arrives over time, so that the number of acknowledgments and the acknowledgment delays for the individual packets is as small as possible.

The study of dynamic TCP acknowledgment was initiated by Dooly et al. [6]. They considered the objective function of minimizing the sum of the number of acknowledgments and the total acknowledgment delays for all the packets. They presented deterministic online algorithms that achieve an optimal competitive ratio of 2. Recently Karlin et al. [8] gave randomized algorithms that achieve a competitiveness of $e/(e-1) \approx 1.58$. We consider a different objective function that penalizes long acknowledgment delays. In practice if a data packet is not acknowledged within a certain amount of time, the packet is resent by the sending site, which increases again the network congestion. We investigate an objective function that minimizes the sum of the number of acknowledgments and the maximum delay that ever occurs for any of the data packets. We present optimal online algorithms [3].
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Abstract. We survey recent and not so recent results related to the computation of exact and approximate distances, and corresponding shortest, or almost shortest, paths in graphs. We consider many different settings and models and try to identify some remaining open problems.

1 Introduction

The problem of finding distances and shortest paths in graphs is one of the most basic, and most studied, problems in algorithmic graph theory. A great variety of intricate and elegant algorithms were developed for various versions of this problem. Nevertheless, some basic problems in this area of research are still open. In this short survey, I will try to outline the main results obtained, and mention some of the remaining open problems.

The input to all versions of the problem is a graph $G = (V, E)$. The graph $G$ may be directed or undirected, and it may be weighted or unweighted. If the graph is weighted, then each edge $e \in E$ has a weight, or length, $w(e)$ attached to it. The edge weights are either arbitrary real numbers, or they may be integers. In either case, the weights may be nonnegative, or may allowed to be negative.

We may be interested in the distances and shortest paths from a single source vertex $s$ to all other vertices of the graph, this is known as the Single-Source Shortest Paths (SSSP) problem, or we may be interested in the distances and shortest paths between all pairs of vertices in the graph, this is known as the All-Pairs Shortest Paths (APSP) problem. We may insist on getting exact distances and genuine shortest paths, or we may be willing to settle for approximate distances and almost shortest paths. The errors in the approximate distances that we are willing to accept may be of an additive or multiplicative nature.

If we insist on explicitly obtaining the distances between any pair of vertices in the graph, then the size of the output is $\Omega(n^2)$, where $n$ is the number of vertices of the graph. Perhaps this is not what we had in mind. We may be

* Work supported in part by The Israel Science Foundation founded by The Israel Academy of Sciences and Humanities.
interested, for example, only in a concise implicit approximation to all the distances. This may be achieved, for example, by finding a sparse subgraph that approximates all the distances in $G$. Such a subgraph is called a spanner.

Finally, perhaps the implicit approximation of all the distances offered by spanners is not enough. We may want a concise representation of approximate distances, together with quick means of extracting these approximations when we need them. This leads us to the study of approximate distance oracles.

This summarizes the different problems considered in this survey. We still need to specify, however, the computational models used. We use two different variants of the unit cost Random Access Machine (RAM) model (see [1]). When the edge weights are real numbers, the only operations we allow on the edge weights, and the numbers derived from them, are addition and comparison. These operations are assumed to take $O(1)$ time. No other operations on real numbers are allowed. We call this the addition-comparison model. It is reminiscent of the algebraic computation tree model (see, e.g., [10]), though we are counting all operations, not only those that manipulate weights, and want a single concise program that works for any input size. When the edge weights are integral, we adopt the word RAM model that opens the way for more varied algorithmic techniques. In this model, each word of memory is assumed to be $w$-bit wide, capable of holding an integer in the range $\{-2^{w-1}, \ldots, 2^{w-1} - 1\}$. We assume that every distance in the graph fits into one machine word. We also assume that $w \geq \log n$, so that, for example, the name of vertex can be stored in a single machine word. Other than that, no assumptions are made regarding the relation between $n$ and $w$. We are allowed to perform additions, subtractions, comparisons, shifts, and various logical bit operations, on machine words. Each such operation takes only $O(1)$ time. (Surprisingly, shifts, ANDs, XORs, and the other such operations, that seem to have little to do with the problem of computing shortest paths, do speed up algorithms for the problem, though only by sub-logarithmic factors.) In some cases, we allow operations like multiplication, but generally, we try to avoid such non-AC$^0$ operations. See [39] for a further discussion of this model.

Most of the algorithmic techniques used by the algorithms considered are combinatorial. There are, however, some relations between distance problems and matrix multiplication. Thus, some of the algorithms considered, mostly for the APSP problem, rely on fast matrix multiplication algorithms (see, e.g., [18]). Some of the algorithms considered are deterministic while others are randomized.

There are many more interesting variants of problems related to distances and shortest paths that are not considered in this short survey. These include: Algorithms for restricted families of graphs, such as planar graphs (see, e.g., [43, 71]); Parallel algorithms (see, e.g., [49, 13, 15]); Algorithms for dynamic versions of the problems (see, e.g., [18, 21]); Routing problems (see, e.g., [20, 57, 73]); Geometrical problems involving distances (see, e.g., [28, 54, 55]); and many more.

Also, this short survey adopts a theoretical point of view. Problems involving distances and shortest paths in graphs are not only great mathematical problems, but are also very practical problems encountered in everyday life. Thus, there
is great interest in developing algorithms for these problems that work well in practice. This, however, is a topic for a different survey that I hope someone else would write. For some discussion of practical issues see, e.g., [11,12].

2 Basic Definitions

Let \( G = (V, E) \) be a graph. We let \( |V| = n \) and \( |E| = m \). We always assume that \( m \geq n \). The distance \( \delta(u, v) \) from \( u \) to \( v \) in the graph is the smallest length of a path from \( u \) to \( v \) in the graph, where the length of a path is the sum of the weights of the edges along it. If the graph is unweighted then the weight of each edge is taken to be 1. If the graph is directed, then the paths considered should be directed. If there is no (directed) path from \( u \) to \( v \) in the graph, we define \( \delta(u, v) = +\infty \). If all the edge weights are nonnegative, then all distances are well defined. If the graph contains (directed) cycles of negative weight, and there is a path from \( u \) to \( v \) that passes through such a negative cycle, we let \( \delta(u, v) = -\infty \).

Shortest paths from a source vertex \( s \) to all other vertices of the graph can be compactly represented using a tree of shortest paths. This is a tree, rooted at \( s \), that spans all the vertices reachable from \( s \) in the graph, such that for every vertex \( v \) reachable from \( s \) in the graph, the unique path in the tree from \( s \) to \( v \) is a shortest path from \( s \) to \( v \) in the graph. Almost all the algorithms we discuss return such a tree (or a tree of almost shortest paths), or some similar representation. In most cases, producing such a tree is straightforward. In other cases, doing so without substantially increasing the running time of the algorithm is a non-trivial task. Due to lack of space, we concentrate here on the computation of exact or approximate distances, and only briefly mention issues related to the generation of a representation of the corresponding paths.

3 Single-Source Shortest Paths

We begin with the single-source shortest paths problem. The input is a graph \( G = (V, E) \) and a source \( s \in V \). The goal is to compute all the distances \( \delta(s, v) \), for \( v \in V \), and construct a corresponding shortest paths tree. The following subsections consider various versions of this problem.

3.1 Nonnegative Real Edge Weights

If the input graph \( G = (V, E) \) is unweighted, then the problem is easily solved in \( O(m) \) time using Breadth First Search (BFS) (see, e.g., [19]). We suppose, therefore, that each edge \( e \in E \) has a nonnegative real edge weight \( w(e) \geq 0 \) associated with it. The problem can then be solved using the classical Dijkstra’s algorithm [22]. For each vertex of \( G \), we hold a tentative distance \( d(v) \). Initially \( d(s) = 0 \), and \( d(v) = +\infty \), for every \( v \in V - \{s\} \). We also keep a set \( T \) of unsettled vertices. Initially \( T = V \). At each stage we choose an unsettled vertex \( u \) with
minimum tentative distance, make it settled, and explore the edges emanating from it. If \((u, v) \in E\), and \(v\) is still unsettled, we update the tentative distance of \(v\) as follows: \(d(v) \leftarrow \min\{d(v), d(u) + w(u, v)\}\). This goes on until all vertices are settled. It is not difficult to prove that when a vertex \(u\) becomes settled we have \(d(u) = \delta(s, u)\), and that \(d(u)\) would not change again.

An efficient implementation of Dijkstra’s algorithm uses a priority queue to hold the unsettled vertices. The key associated with each unsettled vertex is its tentative distance. Vertices are inserted into the priority queue using insert operations. An unsettled vertex with minimum tentative distance is obtained using an extract-min operation. Tentative distances are updated using decrease-key operations.

A simple heap-based priority queue can perform insertions, extract-min and decrease-key operations in \(O(\log n)\) worst case time per operation. This gives immediately an \(O(m \log n)\) time SSSP algorithm. Fibonacci heaps of Fredman and Tarjan \[30\] require only \(O(1)\) amortized time per insert and decrease-key operation, and \(O(\log n)\) amortized time per extract-min operation. This gives an \(O(m + n \log n)\) time SSSP algorithm. (Relaxed heaps of Driscoll et al. \[24\] may also be used to obtain this result. They require \(O(1)\) worst case (not amortized) time for per decrease-key operation, and \(O(\log n)\) worst case time per extract-min operation.) The only operations performed by these algorithms on edge weights are additions and comparisons. Furthermore, every sum of weights computed by these algorithms is the length of a path in the graph. The \(O(m + n \log n)\) time algorithm is the fastest known algorithm in this model.

Dijkstra’s algorithm produces the distances \(\delta(s, v)\), for \(v \in V\), in sorted order. It is clear that this requires, in the worst case, \(\Omega(n \log n)\) comparisons. (To sort \(n\) elements, form a star with \(n\) leaves and attach the elements to be sorted as weights to the edges.) However, the definition of the SSSP problem does not require the distances to be returned in sorted order. This leads us to our first open problem: Is there an algorithm for the SSSP problem in the addition-comparison model that beats the information theoretic \(\Omega(n \log n)\) lower bound for sorting? Is there such an algorithm in the algebraic computation tree model?

### 3.2 Nonnegative Integer Edge Weights – Directed Graphs

We consider again the single-source shortest paths problem with nonnegative edge weights. This time we assume, however, that the edge weights are integral and that we can do more than just add and compare weights. This leads to improved running times. (The improvements obtained are sub-logarithmic, as the running time of Dijkstra’s algorithm in the addition-comparison model is already almost linear.)

The fact that the edge weights are now integral opens up new possibilities. Some of the techniques that can be applied are scaling, bucketing, hashing, bit-level parallelism, and more. It is also possible to tabulate solutions of small subproblems. The description of these techniques is beyond the scope of this survey. We merely try to state the currently best available results.
Most of the improved results for the SSSP problem in the word RAM model are obtained by constructing improved priority queues. Some of the pioneering results here were obtained by van Emde Boas et al. [74,75] and Fredman and Willard [31,32]. It is enough, in fact, to construct monotone priority queues, i.e., priority queues that are only required to support sequences of operations in which the value of the minimum key never decreases.

Thorup [70] describes a priority queue with $O(\log \log n)$ expected time per operation. This gives immediately an $O(m \log \log n)$ expected time algorithm for the SSSP problem. (Randomization is needed here, and in most other algorithms, to reduce the work space needed to linear.) He also shows that the SSSP problem is not harder than the problem of sorting the $m$ edge weights. Han [42] describes a deterministic sorting algorithm that runs in $O(n \log \log n \log \log \log n)$ time. This gives a deterministic, $O(m \log \log n \log \log \log n)$ time, linear space algorithm for the SSSP problem. Han’s algorithm uses multiplication. Thorup [67] describes a deterministic, $O(n(\log \log n)^2)$ time, linear space sorting algorithm that does not use multiplication, yielding a corresponding SSSP algorithm.

Improved results for graphs that are not too sparse may be obtained by constructing (monotone) priority queues with constant (amortized) time per decrease-key operation. Thorup [70] uses this approach to obtain an $O(m + (n \log n)/w^{1/2-\epsilon})$ expected time algorithm, for any $\epsilon > 0$. (Recall that $w$ is the width of the machine word.) Raman [60], building on results of Ahuja et al. [2] and Cherkassky et al. [12], obtains an $O(m + nw^{1/4+\epsilon})$ expected time algorithm, for any $\epsilon > 0$. Note that the first algorithm is fast when $w$ is large, while the second algorithm is fast when $w$ is small. By combining these algorithms, Raman [60] obtains an $O(m + n(log n)^{1/3+\epsilon})$ expected time algorithm, for any $\epsilon > 0$.

Building on his results from [59], he also obtains deterministic algorithms with running times of $O(m + n(w \log w)^{1/3})$ and $O(m + n(\log n \log \log n)^{1/2})$.

It is interesting to note that $w$ may be replaced in the running times above by $\log C$, where $C$ is the largest edge weight in the graph.

Finally, Hagerup [40], extending a technique of Thorup [68] for undirected graphs, obtains a deterministic $O(m \log w)$ time algorithm.

Is there a linear time algorithm for the directed SSSP problem in the word RAM model? Note that a linear time sorting algorithm would give an affirmative answer to this question. But, the SSSP problem may be easier than sorting.

3.3 Nonnegative Integer Edge Weights – Undirected Graphs

All the improved algorithms mentioned above (with one exception) are ‘just’ intricate implementations of Dijkstra’s algorithm. They produce, therefore, a sorted list of the distances and do not avoid, therefore, the sorting bottleneck.

In a sharp contract, Thorup [68,69] developed recently an elegant algorithm that avoids the rigid settling order of Dijkstra’s algorithm. Thorup’s algorithm bypasses the sorting bottleneck and runs in optimal $O(m)$ time! His algorithm works, however, only on undirected graphs. It remains an open problem whether extensions of his ideas could be used to obtain a similar result for directed graphs. (Some results along these lines were obtained by Hagerup [40].)
3.4 Positive and Negative Real Edge Weights

We now allow, for the first time, negative edge weights. The best algorithm known for the problem in the addition-comparison model is the simple $O(mn)$ time Bellman-Ford algorithm (see, e.g., [19]): Start again with $d(s) = 0$ and $d(v) = +\infty$, for $v \in V - \{s\}$. Then, perform the following $n$ times: For every edge $(u, v) \in E$, let $d(v) \leftarrow \min\{d(v), d(u) + w(u, v)\}$. If any of the tentative distances change during the last iteration, then the graph contains a negative cycle. Otherwise, $d(v) = \delta(s, v)$, for every $v \in V$.

The problem of deciding whether a graph contains a negative cycle is a special case of the problem for finding a minimum mean weight cycle in a graph. Karp [47] gives an $O(mn)$ time algorithm for this problem.

Is there a $o(mn)$ time algorithm for the single-source shortest paths problem with positive and negative weights in the addition-comparison model?

3.5 Positive and Negative Integer Edge Weights

Goldberg [38], improving results of Gabow [33] and of Gabow and Tarjan [34], uses scaling to obtain an $O(mn^{1/2} \log N)$ time algorithm for this version of the problem, where $N$ is the absolute value of the smallest edge weight. (It is assumed that $N \geq 2$.) Goldberg’s algorithm, like most algorithms dealing with negative edge weights, uses potentials (see Section 4.2). No progress on the problem was made in recent years. Is there a better algorithm?

4 All-Pairs Shortest Paths – Exact Results

We now move to consider the all-pairs shortest paths problem. The input is again a graph $G = (V, E)$. The required output is a matrix holding all the distances $\delta(u, v)$, for $u, v \in V$, and some concise representation of all shortest paths, possibly a shortest path tree rooted at each vertex.

4.1 Nonnegative Real Edge Weights

If all the edge weights are nonnegative, we can simply run Dijkstra’s algorithm independently from each vertex. The running time would be $O(mn + n^2 \log n)$. Karger, Koller and Phillips [46] and McGeoch [52] note that by orchestrating the operation of these $n$ Dijkstra’s processes, some unnecessary operations may saved. This leads to an $O(m^*n + n^2 \log n)$ time algorithm for the problem, where $m^*$ is the number of essential edges in $G$, i.e., the number of edges that actually participate in shortest paths. In the worst case, however, $m^* = m$.

Karger et al. [46] also introduce the notion of path-forming algorithms. These are algorithms that work in the addition-comparison model, with the additional requirement that any sum of weights computed by the algorithm is the length of some path in the graph. (All the addition-comparison algorithms mentioned so far satisfy this requirement.) They show that any path-forming algorithm for the APSP problem must perform, in the worst case, $\Omega(mn)$ operations.
4.2 Positive and Negative Real Edge Weights

When some of the edge weights are negative, Dijkstra’s algorithm cannot be used directly. However, Johnson [15] observed that if there are no negative weight cycles, then new nonnegative edge weights that preserve shortest paths can be computed in $O(mn)$ time. The idea is very simple. Assign each vertex $v \in V$ a potential $p(v)$. Define new edge weights as follows $w_p(u, v) = w(u, v) + p(u) - p(v)$, for every $(u, v) \in E$. It is easy to verify that the new distances satisfy $\delta_p(u, v) = \delta(u, v) + p(u) - p(v)$, for every $u, v \in V$. (The potentials along any path from $u$ to $v$ cancel out, except those of $u$ and $v$.) Thus, the shortest paths with respect to the new edge weights are also shortest paths with respect to the original edge weights, and the original distances can be easily extracted. Now, add to $G$ a new vertex $s$, and add zero weight edges from it to all other vertices of the graph. Let $p(v) = \delta(s, v)$. If there are no negative weight cycles in the graph then these distances are well defined and they could be found in $O(mn)$ time using the Bellman-Ford algorithm. The triangle inequality immediately implies that $w_p(u, v) \geq 0$, for every $u, v \in V$. Now we can run Dijkstra’s algorithm from each vertex with the new nonnegative weights. The total running time is again $O(mn + n^2 \log n)$.

As $m$ may be as high as $\Omega(n^2)$, the running time of Johnson’s algorithm may be as high as $\Omega(n^3)$. A running time of $O(n^3)$ can also be achieved using the simple Floyd-Warshall algorithm (see [19]). We next consider the possibility of obtaining faster algorithms for dense graphs.

The all-pairs shortest paths problem is closely related to the \{min,+\}-product of matrices. If $A = (a_{ij})$ and $B = (b_{ij})$ are $n \times n$ matrices, we let $A * B$ be the $n \times n$ matrix whose $(i, j)$-th element is $(A * B)_{ij} = \min_k \{a_{ik} + b_{kj}\}$. We refer to $A * B$ as the distance product of $A$ and $B$.

Let $G = (V, E)$ be a graph. We may assume that $V = \{1, 2, \ldots, n\}$. Let $W = (w_{ij})$ be an $n \times n$ matrix with $w_{ij} = w(i, j)$, if $(i, j) \in E$, and $w_{ij} = +\infty$, otherwise. It is easy to see that $W^n$, where the exponentiation is done with respect to distance product, gives the distance between any pair of vertices in the graph. Furthermore, the graph contains a negative cycle if and only if there are negative elements on the diagonal of $W^n$. Thus, the APSP problem can be easily solved using $O(\log n)$ distance products. In fact, under some reasonable assumptions, this logarithmic factor can be saved, and it can be shown that the APSP problem is not harder than the problem of computing a single distance product of two $n \times n$ matrices (see [11, Theorem 5.7 on p. 204]).

Distance products could be computed naively in $O(n^3)$ time, but this is of no help to us. Algebraic, i.e., \{+, \times\}-products of matrices could be computed much faster. Strassen [42] was the first to show that it could be done using $o(n^3)$ operations. Many improvements followed. We let $\omega$ be the exponent of matrix multiplication, i.e., the smallest constant for which matrix multiplication can be performed using only $O(n^{\omega+o(1)})$ algebraic operations, i.e., additions, subtractions, and multiplications. (For brevity, we ‘forget’ the annoying $o(1)$ term, and use $\omega$ as a substitute for $\omega + o(1)$.) Coppersmith and Winograd [13] showed that $\omega < 2.376$. The only known lower bound on $\omega$ is the trivial lower bound $\omega \geq 2$. 


Could similar techniques be used, directly, to obtain $o(n^3)$ algorithms for computing distance products? Unfortunately not. The fast matrix multiplication algorithms rely in an essential way on the fact that addition operations could be reversed, via subtractions. This opens the way for clever cancellations that speed up the computation. It is known in fact, that matrix multiplication requires $\Omega(n^3)$ operations, if only additions and multiplications are allowed. This follows from lower bounds on monotone circuits for *Boolean matrix multiplication* obtained by Mehlhorn and Galil [53] and by Paterson [56].

Yuval [76] describes a simple transformation from distance products to standard algebraic products. He assumes, however, that exact exponentiations and logarithms of infinite precision real numbers could be computed in constant time. His model, therefore, is very unrealistic. His ideas could be exploited, however, in a more restricted form, as would be mentioned in Section 4.3 (Several erroneous follow-ups of Yuval’s result appeared in the 80’s. They are not cited here.)

Fredman [29] describes an elegant way of computing distance products of two $n \times n$ matrices using $O(n^{5/2})$ additions and comparisons in the algebraic computation tree model. There does not seem to be any an efficient way of implementing his algorithm in the RAM model, as it require programs of exponential size. However, by running his algorithm on small matrices, for which short enough programs that implement his algorithm could be precomputed, he obtains an $O(n^3 \log \log n / \log n)^{1/3}$ time algorithm for computing distance products. Takaoka [65] slightly improves his bound to $O(n^3 \log \log n / \log n)^{1/2}$.

Is there a genuinely sub-cubic algorithm for the APSP problem in the addition-comparison model, i.e., an algorithm that runs in $O(n^{3-\epsilon})$ time, for some $\epsilon > 0$?

### 4.3 Integer Edge Weights – Directed Graphs

We next consider the all-pairs shortest paths problem in directed graphs with integer edge weights. Even the unweighted case is interesting here. The first to obtain a genuinely sub-cubic algorithm for the unweighted problem were Alon, Galil and Margalit [4]. Their algorithm runs in $\tilde{O}(n^{(3+\omega)/2})$ time. Their result also extends to the case in which the edge weights are in the range $\{0, \ldots, M\}$. The running time of their algorithm is then $\tilde{O}(M^{(\omega-1)/2} n^{(3+\omega)/2})$, if $M \leq n^{(3-\omega)/(\omega+1)}$, and $\tilde{O}(M n^{(5\omega-3)/(\omega+1)})$, if $M \geq n^{(3-\omega)/(\omega+1)}$ (see Galil and Margalit [36,37]).

Takaoka [66] obtained an algorithm whose running time is $\tilde{O}(M^{1/3} n^{(6+\omega)/3})$. The bound of Takaoka is better than the bound of Alon et al. [4] for larger values of $M$. The running time of Takaoka’s algorithm is sub-cubic for $M < n^{3-\omega}$.

The algorithms of Galil and Margalit [36,37] and of Takaoka [66] were improved by Zwick [77,78]. Furthermore, his algorithm works with edge weights to be in the range $\{-M, \ldots, M\}$. The improvement is based on two ingredients. The first is an $O(M n^\omega)$ algorithm, mentioned in [4], for computing distance products. We use $\tilde{O}(f)$ as a shorthand for $f \cdot (\log n)^{O(1)}$. In the SSSP problem we are fighting to shave off sub-logarithmic factors. In the APSP problem the real battle is still over the right exponent of $n$, so we use the $\tilde{O}(\cdot)$ notation to hide not so interesting polylogarithmic factors.

---

1 We use $\tilde{O}(f)$ as a shorthand for $f \cdot (\log n)^{O(1)}$. In the SSSP problem we are fighting to shave off sub-logarithmic factors. In the APSP problem the real battle is still over the right exponent of $n$, so we use the $\tilde{O}(\cdot)$ notation to hide not so interesting polylogarithmic factors.
products of $n \times n$ matrices whose finite elements are in the range $\{-M, \ldots, M\}$. This algorithm is based on the idea of Yuval [76]. It is implemented this time, however, in a realistic model. The algorithm uses both the fast matrix multiplication algorithm of [18], and the integer multiplication algorithm of [61]. (Note that an $\tilde{O}(Mn^\omega)$ time algorithm for distance products does not give immediately an $\tilde{O}(Mn^\omega)$ time algorithm for the APSP problem, as the range of the elements is increased by each distance product.) The second ingredient is a sampling technique that enables the replacement of a distance product of two $n \times n$ matrices by a smaller rectangular product. The algorithm uses, therefore, the fast rectangular matrix multiplication algorithm of [17] (see also [44]).

To state the running time of Zwick’s algorithm, we need to introduce exponents for rectangular matrix multiplication. Let $\omega(r)$ be the smallest constant such that the product of an $n \times n^r$ matrix by an $n^r \times n$ matrix could be computed using $O(n^{\omega(r)+o(1)})$ algebraic operations. Suppose that $M = n^t$. Then, the running time of his algorithm is $\tilde{O}(n^{2+\mu(t)})$, where $\mu = \mu(t)$ satisfies $\omega(\mu) = 1 + 2\mu - t$. The best available bounds on $\omega(r)$ imply, for example, that $\mu(0) < 0.575$, so that the APSP problem for directed graphs with edge weights taken from $\{-1, 0, 1\}$ can be solved in $O(n^{2.575})$ time. The algorithm runs in sub-cubic time when $M < n^{3-\omega}$, as was the case with Takaoka’s algorithm.

The algorithms mentioned above differ from almost all the other algorithms mentioned in this survey in that augmenting them to produce a compact representation of shortest paths, and not only distances, is a non-trivial task. This requires the computation of witnesses for Boolean matrix multiplications and distance products. A simple randomized algorithm for computing witnesses for Boolean matrix multiplication is given by Seidel [62]. His algorithm was derandomized by Alon and Naor [6] (see also [5]). An alternative, somewhat slower deterministic algorithm was given by Galil and Margalit [35].

Obtaining improved algorithms, and in particular sub-cubic algorithms for larger values of $M$ for this version of the problem is a challenging open problem.

Finally, Hagerup [40] obtained an $O(mn + n \log \log n)$ time algorithm for the problem in the word RAM model. Could this be reduced to $O(mn)$?

### 4.4 Integer Edge Weights – Undirected Graphs

Galil and Margalit [36,37] and Seidel [32], obtained $\tilde{O}(n^\omega)$ time algorithms for solving the APSP problem for unweighted undirected graphs. Seidel’s algorithm is much simpler. Both algorithms show, in fact, that this version of the problem is harder than the Boolean matrix multiplication problem by at most a logarithmic factor. (Seidel’s algorithm, as it appears in [32], uses integer matrix products, but it is not difficult to obtain a version of it that uses only Boolean products.) Again, witnesses for Boolean matrix products are needed, if paths, and not only distances, are to be found.

Seidel’s algorithm is extremely simple and elegant. There seems to be no simple way, however, of using his ideas to obtain a similar algorithm for weighted graphs. The algorithm of Galil and Margalit can be extended, in a fairly straightforward way, to handle small integer edge weights. The running time of their algorithm, when the edge weights are taken from $\{0, 1, \ldots, M\}$, is $\tilde{O}(M^{(\omega+1)/2} n^\omega)$. 
An improved time bound of $\tilde{O}(Mn^\omega)$ for the problem was recently obtained by Shoshan and Zwick \[63\]. They show, in fact, that the APSP problem for undirected graphs with edge weights taken from \{0, 1, \ldots, M\} is harder than the problem of computing the distance product of two $n \times n$ matrices with elements taken from the same range by at most a logarithmic factor. (As mentioned in Section 4.3 this is not known for directed graphs.)

Obtaining improved algorithms, and in particular sub-cubic algorithms for larger values of $M$ for this version of the problem is again a challenging open problem. For undirected graphs this is equivalent, as mentioned, to obtaining faster algorithms for distance products of matrices with elements in the range \{0, 1, \ldots, M\}.

5 All-Pairs Shortest Paths – Approximate Results

The cost of exactly computing all distances in a graph may be prohibitively large. In this section we explore the savings that may be obtained by settling for approximate distances and almost shortest paths. Throughout this section, we assume that the edge weights are nonnegative.

We say that an estimated distance $\hat{\delta}(u, v)$ is of stretch $t$ if and only if $\delta(u, v) \leq \hat{\delta}(u, v) \leq t \cdot \delta(u, v)$. We say that an estimated distance $\hat{\delta}(u, v)$ is of surplus $t$ if and only if $\delta(u, v) \leq \hat{\delta}(u, v) \leq \delta(u, v) + t$. All our estimates correspond to actual paths in the graph, and are thus upper bounds on the actual distances.

5.1 Directed Graphs

It is not difficult to see that for any finite $t$, obtaining stretch $t$ estimates of all distances in a graph is at least as hard as Boolean matrix multiplication. On the other hand, Zwick \[77\] shows that for any $\epsilon > 0$, approximate distances of stretch $1 + \epsilon$ of all distances in a directed graph may be computed in time $\tilde{O}((n^{\omega/\epsilon}) \log(W/\epsilon))$, where $W$ is the largest edge weight in the graph, after the edge weights are scaled so that the smallest nonzero edge weight is 1.

5.2 Unweighted Undirected Graphs

Surprisingly, perhaps, when the graph is undirected and unweighted, estimated distance with small additive error may be computed rather quickly, without using fast matrix multiplication algorithms. This was first shown by Aingworth et al. \[3\]. They showed that surplus 2 estimates of the distances between $k$ specified pairs of vertices may be computed in $O(n^{3/2}(k \log n)^{1/2})$ time. In particular, surplus 2 estimates of all the distances in the graph, and corresponding paths, may be computed in $O(n^{5/2}(\log n)^{1/2})$ time. Aingworth et al. \[3\] also give a 2/3-approximation algorithm for the diameter of a weighted directed graph that runs in $O(m(n \log n)^{1/2} + n^2 \log n)$ time.

Elkin \[25\] describes an algorithm for computing estimated distances from a set $S$ of sources to all other vertices of the graph. He shows that for any $\epsilon > 0$, there is a constant $b = b(\epsilon)$, such that an estimated distance $\hat{\delta}(u, v)$ satisfying
\[ \delta(u, v) \leq \hat{\delta}(u, v) \leq (1+\epsilon)\delta(u, v)+b, \text{ for every } u \in S \text{ and } v \in V, \text{ may be computed in } O(mn^\epsilon + |S|n^{1+\epsilon}) \text{ time. Furthermore, the corresponding shortest paths, use only } O(n^{1+\epsilon}) \text{ edges of the graph. (See also Section 6.2.) Note, however, that although the term multiplying } \delta(u, v) \text{ above can be made arbitrarily close to 1, the errors in the estimates obtained are not purely additive.}

Dor et al. [23] obtained improved algorithms for obtaining finite surplus estimates of all distances in the graph. They show that surplus 2 estimates may be computed in \(\tilde{O}(n^{3/2}m^{1/2})\) time, and also in \(\tilde{O}(n^{7/3})\) time. Furthermore, they exhibit a surplus-time tradeoff showing that surplus \(2(k-1)\) estimates of all distances may be computed in \(\tilde{O}(kn^{2-1/k}m^{1/k})\) time. In particular, surplus \(O(\log n)\) estimates of all distances may be obtained in almost optimal \(\tilde{O}(n^2)\) time.

5.3 Weighted Undirected Graphs

Cohen and Zwick [16] adapted the techniques of Dor et al. [23] for weighted graphs. They obtain stretch 2 estimates of all distances in \(\tilde{O}(n^{3/2}m^{1/2})\) time, stretch 7/3 estimates in \(\tilde{O}(n^{7/3})\) time, and stretch 3 estimates, and corresponding stretch 3 paths, in almost optimal \(\tilde{O}(n^2)\) time. Algorithms with additive errors are also presented. They show, for example, that if \(p\) is any path between \(u\) and \(v\), then the estimate \(\hat{\delta}(u, v)\) produced by the \(\tilde{O}(n^{3/2}m^{1/2})\) time algorithm satisfies

\[ \hat{\delta}(u, v) \leq w(p) + 2w_{\text{max}}(p), \]

where \(w(p)\) is the length of \(p\), and \(w_{\text{max}}(p)\) is the weight of the heaviest edge on \(p\).

6 Spanners

6.1 Weighted Undirected Graphs

Let \(G = (V, E)\) be an undirected graph. In many applications, many of them related to distributed computing (see [57]), it is desired to obtain a sparse subgraph \(H = (V, F)\) of \(G\) that approximates, at least to a certain extent, the distances in \(G\). Such a subgraph \(H\) is said to be a \(t\)-spanner of \(G\) if and only if for every \(u, v \in V\) we have

\[ \delta_H(u, v) \leq t \cdot \delta_G(u, v). \]

(This definition, implicit in [8], appears explicitly in [58].)

Althöfer et al. [7] describe the following simple algorithm for constructing a \(t\)-spanner of an undirected graph \(G = (V, E)\) with nonnegative edge weights. The algorithm is similar to Kruskal’s algorithm [51] (see also [19]) for computing minimum spanning trees: Let \(F \leftarrow \emptyset\). Consider the edges of \(G\) in nondecreasing order of weight. If \((u, v) \in E\) is the currently considered edge and \(w(u, v) < t \cdot \delta_F(u, v)\), then add \((u, v)\) to \(F\). It is easy to see that at the end of this process \(H = (V, F)\) is indeed a \(t\)-spanner of \(G\). It is also easy to see that the girth of \(H\) is greater than \(t + 1\). (The girth of a graph \(G\) is the smallest number of edges on a cycle in \(G\).) It is known that any graph with at least \(n^{1+1/k}\) edges contains a cycle with at most \(2k\) edges. It follows that any weighted graph on \(n\) vertices has a \((2k - 1)\)-spanner with \(O(n^{1+1/k})\) edges. This result is believed to be tight for any \(k \geq 1\). It is proved, however, only for \(k = 1, 2, 3\) and 5. (See, e.g., [12].)
The fastest known implementation of the algorithm of Althöfer et al. [7] runs in $O(mn^{1+1/k})$ time. If the graph is unweighted, then a $(2k - 1)$-spanner of size $O(n^{1+1/k})$ can be easily found in $O(m)$ time [11]. Thorup and Zwick [72], improving a result of Cohen [14], give a randomized algorithm for computing a $(2k - 1)$-spanner of size $O(n^{1+1/k})$ in $O(kmn^{1/k})$ expected time.

Approximation algorithms and hardness results related to spanners were obtained by Kortsarz and Peleg [50] and Elkin and Peleg [27].

6.2 Unweighted Undirected Graphs

Following Elkin and Peleg [26], we say that a subgraph $H$ of an unweighted graph $G$ is an $(a, b)$-spanner of $G$ if and only if $\delta_H(u, v) \leq a \cdot \delta(u, v) + b$, for every $u, v \in V$. (For a related notion of $k$-emulators, see [23].) Elkin and Peleg [26] and Elkin [25], improving and extending some preliminary results of Dor et al. [23], show that any graph on $n$ vertices has a $(1, 2)$-spanner with $O(n^{3/2})$ edges, and that for any $\epsilon > 0$ and $\delta > 0$ there exists $b = b(\epsilon, \delta)$, such that every graph on $n$ vertices has a $(1 + \epsilon, b)$-spanner with $O(n^{1+\delta})$ edges.

The intriguing open problem here is whether the $(1 + \epsilon, b)$-spanners of [26, 25] could be turned into $(1, b)$-spanners, i.e., purely additive spanners. In particular, it is still open whether there exists a $b > 0$ such that any graph on $n$ vertices has a $(1, b)$-spanner with $o(n^{3/2})$ edges. (In [23] it is shown that any graph on $n$ vertices has a Steiner $(1, 4)$-spanner with $O(n^{A/3})$ edges. A Steiner spanner, unlike standard spanners, is not necessarily a subgraph of the approximated graph. Furthermore, the edges of the Steiner spanner may be weighted, even if the original graph is unweighted.)

7 Distance Oracles

In this section we consider the following problem: We are given a graph $G = (V, E)$. We would like to preprocess it so that subsequent distance queries or shortest path queries could be answered very quickly. A naive solution is to solve the APSP problem, using the best available algorithm, and store the $n \times n$ matrix of distances. Each distance query can then be answered in constant time. The obvious drawbacks of this solution are the large preprocessing time and large space requirements. Much better solutions exist when the graph is undirected, and when we are willing to settle for approximate results.

The term approximate distance oracles is coined in Thorup and Zwick [72], though the problem was considered previously by Awerbuch et al. [9], Cohen [14], and Dor et al. [23]. Improving the results of these authors, Thorup and Zwick [72] show that for any $k \geq 1$, a graph $G = (V, E)$ on $n$ vertices can be preprocessed in $O(kmn^{1/k})$ expected time, constructing a data structure of size $O(kn^{1+1/k})$, such that a stretch $2k - 1$ answer to any distance query can be produced in $O(k)$ time. The space requirements of these approximate distance oracles are optimal for $k = 1, 2, 3, 5$, and are conjectured to be optimal for any value of $k$. (This is related to the conjecture regarding the size of $(2k - 1)$-spanners made in Section 6.1. See discussion in [72].)
Many open problems still remain regarding the possible tradeoffs between the preprocessing time, space requirement, query answering time, and the obtained stretch of approximate distance oracles. In particular, is it possible to combine the techniques of [10] and [72] to obtain a stretch 3 distance oracle with $\tilde{O}(n^2)$ preprocessing time, $\tilde{O}(n^{3/2})$ space, and constant query time? Which tradeoffs are possible when no randomization is allowed? Finally, all the distance oracles currently available have multiplicative errors. Are there non-trivial distance oracles with additive errors?
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Abstract. Prefetching and caching are widely used for improving the performance of file systems. Recent studies have shown that it is important to integrate the two. In this model we consider the following problem. Suppose that a program makes a sequence of \(m\) accesses to data blocks. The cache can hold \(k\) blocks, where \(k < m\). An access to a block in the cache incurs one time unit, and fetching a missing block incurs \(d\) time units. A fetch of a new block can be initiated while a previous fetch is in progress. Thus, \(d\) block fetches can be in progress simultaneously. The locality of references to the cache is captured by the access graph model of [2]. The goal is to find a policy for prefetching and caching, which minimizes the overall execution time of a given reference sequence. This problem is called caching with locality and pipelined prefetching (CLPP). Our study is motivated from the pipelined operation of modern memory controllers, and program execution on fast processors. For the offline case we show that an algorithm introduced in [4] is optimal. In the online case we give an algorithm which is within factor of 2 from the optimal in the set of online deterministic algorithms, for any access graph, and \(k, d \geq 1\). Improved ratios are obtained for several important classes of access graphs, including complete graphs and directed acyclic graphs (DAG). Finally, we study the CLPP problem assuming a Markovian access model, on branch trees, which often arise in applications. We give algorithms whose expected performance ratios are within factor 2 from the optimal.

1 Introduction

1.1 Problem Statement

Caching and prefetching have been studied extensively in the past decades; however, the interaction between the two was not well understood until the important work of Cao et. al [4], who proposed to integrate caching with prefetching. They introduced the following execution model. Suppose that a program makes a sequence of \(m\) accesses to data blocks and the cache can hold \(k < m\) blocks. An access to a block in the cache incurs one time unit, and fetching a missing block incurs \(d\) time units. While accessing a block in the cache, the system can fetch a block from secondary storage, either in response to a cache miss (caching by demand), or before it is referenced, in anticipation of a miss (prefetching); at
Motivated from the operation of modern memory controllers, and from program execution on fast processors\footnote{A detailed survey of these applications is given in\cite{9}.} we consider the problem of caching integrated with pipelined prefetching. Here, a fetch of a new block can be initiated while a previous fetch is in progress. Thus, \( d \) block fetches can be in progress simultaneously. We adopt the access graph model developed by Borodin et al.\cite{2}, which captures locality of reference in memory access patterns of real programs; thus, we assume, that any sequence of block references is a walk on an access graph \( G \). As before, our measure is the overall execution time of a given reference sequence.

Formally, suppose that a set of \( n \) data blocks \( b_1, b_2, \ldots, b_n \) is held in secondary storage. The access graph for the program that reads/writes into \( b_1, b_2, \ldots, b_n \), is given by a directed graph \( G = (V, E) \), where each node corresponds to a block in this set. Any sequence of block references has to obey the locality constraints imposed by the edges of \( G \): following a request to a block (node) \( u \), the next request has to be either to block \( u \) or to a block \( v \), such that \((u, v) \in E\). The usage of pipelined prefetching implies that if a prefetch is initiated at time \( t \), then the next prefetch can be initiated at time \( (t + 1) \).

Given a reference sequence \( \sigma = \{r_1, \ldots, r_m\} \), \( r_i \) can be satisfied immediately at time \( t \), incurring one time unit, if \( r_i \) is in the cache; otherwise, if a prefetch of \( r_i \) was initiated at time \( t_i \leq t \), there is a stall for \( d(r_i) = d - (t - t_i) \) time units. The total execution time of \( \sigma \) is the time to access the \( m \) blocks plus the stall time, i.e., \( C(\sigma) = m + \sum_{i=1}^{m} d(r_i) \). The problem of Caching with Locality and Pipelined Prefetching (CLPP) can be stated as follows. Given a cache of size \( k \geq 1 \), a delivery time \( d \geq 1 \), and a reference sequence \( \sigma = \{r_1, \ldots, r_m\} \), find a policy for pipelined prefetching and caching that minimizes \( C(\sigma) \).

![Fig. 1. An example of caching (k = 3 and d = 2)](image)

**Example 1.** Consider a program whose block accesses are given by the sequence “DEBCA” (the entire sequence is known at time 0). The cache can hold three
blocks; fetching a block takes two time units. Initially A, B and C are in the cache. Figure 1 shows the execution of the optimal caching-by-demand algorithm that incurs 11 time units. Figure 2 shows an execution of the Aggressive (AGG) algorithm (see Section 3), which combines caching with pipelined prefetching; thus, the reference sequence is completed within 7 time units, which is optimal.

The above example suggests that pipelined prefetching can be helpful. When future accesses are fully known, the challenge of a good algorithm is to achieve maximum overlap between accesses to blocks in the cache and fetches. Without this knowledge, achieving maximum overlap may be harmful, due to evictions of blocks that will be requested in the near future. Thus, more careful decisions need to be made, based on past accesses, and the structure of the underlying access graph.

1.2 Our Results

We study the CLPP problem both in the offline case, where the sequence of cache accesses is known in advance, and in the online case, where \( r_{i+1} \) is revealed to the algorithm only when \( r_i \) is accessed. In the offline case (Section 3), we show that algorithm Aggressive (AGG) introduced in [4] is optimal, for any access graph and any \( d, k \geq 1 \).

In the online case (Section 4), we give an algorithm which is within factor of 2 from the optimal in the set of online deterministic algorithms, for any access graph, and \( k, d \geq 1 \). Improved ratios are obtained (in Section 5) for several important classes of access graphs, including complete graphs and directed acyclic graphs (DAG). In particular, for complete graphs we obtain a ratio of \( 1 + 2/k \), for DAGs \( \min(2, 1 + k/d) \), and for branch trees \( 1 + o(1) \). Finally, we study (in Section 6) the CLPP problem assuming a Markovian access model.

Note that if a block \( b_i \) is replaced in order to bring the block \( b_j \), then \( b_i \) becomes unavailable for access when the fetch is initiated; \( b_j \) can be accessed when the fetch terminates, i.e., after \( d \) time units.
on branch trees, which often arise in applications. We give algorithms whose expected performance ratios are within factor 2 from the optimal for general trees, and \((1 + o(1))\) for homogeneous trees.

Our results contain two technical contributions. We present (in Section 4) a general proof technique, for deriving upper bounds on the competitive ratios of online algorithms for our problem. (The technique is used also for deriving the results in Sections 5 and 6). The technique relies on comparing a lazy version of a given online algorithm to an optimal algorithm, which is allowed to use parallel (rather than pipelined) prefetches; it may be useful for other problems that involve online pipelined service of input sequences. Our second contribution is an asymptotic analysis of the \(q\)-distance Fibonacci numbers, for any \(q \geq 2\). We use asymptotic estimates of these numbers for solving the recursion formula for algorithm DEE, in the Markovian model (see Section 6.2).

### 1.3 Related Work

The concept of cooperative prefetching and caching was first investigated by Cao et al. \cite{4}; this paper studies offline prefetching and caching algorithms, where fetches are serialized, i.e., at most one fetch can be in progress at any given time. An algorithm, called Aggressive (AGG), was shown to yield a \(\min(1 + d/k, 2)\)-approximation to the optimal. Karlin and Kimbrel \cite{12} extended this study to storage systems which consist of \(r\) units (e.g., disks); fetches are serialized on each storage unit, thus, up to \(r\) block fetches can be processed in parallel. The paper gives performance bounds for several offline algorithms in this setting. Algorithm AGG is shown to achieve a ratio of \((1 + rd/k)\) to the optimal. Later papers \cite{18,21} present experimental results for cooperative prefetching and caching, in the presence of optional program-provided hints of future accesses.

Note that the classic paging problem, where the cost of an access is zero and the cost of a fault is 1, is a special case of our problem, in which \(d = 1\). There is a wide literature on the caching (paging) problem. (Comprehensive surveys appear in \cite{3,10,16,5}.) Borodin et al. \cite{2} introduced the access graph model. The paper presents an online algorithm that is strongly competitive on any access graph. Later works (e.g., \cite{11,8,9}) consider extensions of the access graph model, or give experimental results for some heuristics for paging in this model \cite{7}.

Karlin et al. \cite{13} introduced the Markov paging problem, in which the access graph model is combined with the generation of reference sequences by a Markov chain. Specifically, the transition from a reference to page \(u\) to the reference to page \(v\) (both represented as nodes in the access graph of the program) is done with some fixed probability. The paper presents an algorithm whose fault rate is at most a constant factor from the optimal, for any Markov chain.

There has been some earlier work on the Markovian CLPP, on branch trees in which \(k > 1\) and \(d = k - 1\). We examine here two of the algorithms proposed in these works, namely, the algorithms Eager Execution (EE) \cite{11,20} and

\[^3\] Thus, when normalizing (by factor \(d\)) we get that the delivery time equals to one, while the access time, \(1/d\), asymptotically tends to 0.
Disjoint Eager Execution (DEE) \[20\]. EE was shown to perform well in practice; however, no theoretical performance bounds were derived. Raghavan et al. \[17\] showed, that for the special case of a homogeneous branch tree, where the transition parameter \( p \) is close to 1, DEE is optimal to within a constant factor. We improve this result, and show (in Section 6.2) that DEE is nearly optimal on branch trees, for any \( p \in [1/2, 1] \).

Due to space limitations, we omit most of the proofs. Detailed proofs can be found in \[9\].

2 Preliminaries

Let \( G \) denote an access graph. Any reference sequence \( \sigma \) is a path in \( G \). (When \( G \) is a directed graph, \( \sigma \) forms a directed path in \( G \).) We assume that \( r_i \neq r_{i+1} \), for all \( 1 \leq i < |\sigma| \). Clearly, this makes the problem no easier. Denote by \( Paths(G) \) the set of paths in \( G \). Let \( OPT \) be an optimal offline algorithm for the CLPP. We refer to an optimal offline algorithm and the source of requests together as the adversary, who generates the sequence and serves the access requests offline.

We use competitive analysis (see e.g. \[3\]) to establish performance bounds for online algorithms for our problem. The competitive ratio of an online algorithm \( A \) on a graph \( G \), for fixed \( k \) and \( d \), is given by \( c_{A,k,d}(G) = \sup_{\sigma \in Paths(G)} \frac{A(\sigma)}{OPT(\sigma)} \). The expected performance ratio of an algorithm, \( A \), in the Markovian model on a graph \( G \), for fixed \( k \) and \( d \), is \( c_{A,k,d}(G) = \frac{\sum_{\sigma \in Paths(G)} Pr(\sigma) \cdot A(\sigma)}{OPT(\sigma)} \).

We abbreviate the formulation of our results, using the following notation: \( c_{k,d}(G) \) (\( c^\text{det}_{k,d}(G) \)) is the competitive ratio of an optimal (deterministic) online algorithm for the CLPP, on an access graph \( G \), for fixed \( k \) and \( d \); \( c_k(G) \) (\( c^\text{det}_k(G) \)) is the competitive ratio of an optimal (deterministic) online algorithm on \( G \), for a cache of size \( k \) and arbitrary \( d \). We say that (deterministic) algorithm \( A \) is strongly competitive, if \( c_{A,k,d}(G) = O(c_k(G)) \) (\( c_{A,k,d}(G) = O(c^\text{det}_{k,d}(G)) \)). In the Markovian model we replace in the above notation competitive ratio with expected performance ratio.

Finally, an access graph \( G \) is called a branch tree, if \( G \) is an ordered binary out-tree in which every internal node has a left child and a right child. Let \( T \) be a branch tree rooted at \( r \). In the Markovian CLPP, the transition probability \( p_{u,v} \) from any node \( u \) to its child \( v \) is called the local probability of \( v \). Denote by \( \{v_0 = r, v_1, \ldots, v_n = v\} \) the path from \( r \) to some node \( v \), then the accumulated probability of \( v \) is given by \( p_{\alpha}(v) = \prod_{i=1}^n p_{v_{i-1}, v_i}. \)
3 The Offline CLPP Problem

In the offline case we are given the reference sequence, and our goal is to achieve maximal overlap between prefetching and references to blocks in the cache, so as to minimize the overall execution time of the sequence. The next lemma shows that a set of rules formulated in [4], to characterize the behavior of optimal algorithms for the CP problem, applies also for the offline CLPP problem.

Lemma 1. [No harm rules] There exists an optimal algorithm \(A\), which satisfies the following rules:

(i) \(A\) fetches the next block in the reference sequence that is missing in the cache;
(ii) \(A\) evicts the block whose next reference is furthest in the future. (iii) \(A\) never replaces a block \(B\) by a block \(C\), if \(B\) will be referenced before \(C\).

In the remainder of this section we consider only optimal algorithms that follow the “no harm” rules. Clearly, once an algorithm \(A\) decides to fetch a block, these rules uniquely define the block that should be fetched, and the block that will be evicted. Thus, the only decision to be made by any algorithm is when to start the next fetch.

Algorithm AGG, proposed by Cao et al. [4], follows the “no harm” rules; in addition, it fetches each block at the earliest opportunity, i.e., whenever there is a block in the cache, whose next reference is after the first reference to the block that will be fetched. (An example of the execution of AGG is given in Figure 2.) As stated in our next result, this algorithm is the best possible for the CLPP.

Theorem 1. AGG is an optimal offline algorithm for the CLPP problem.

It can be shown by induction on \(i\), that for \(i \geq 1\), any optimal offline algorithm \(A\) which satisfies the “no harm” rules, can be modified to act like AGG in the first \(i\) steps, without harming \(A\)’s optimality.

The greediness of AGG plays an important role when \(d < k\). In this case, one can show that for any \(i \geq 1\), when AGG accesses \(r_i\) in the cache, each of the blocks \(r_{i+1}, \ldots, r_{i+d-1}\) is either in the cache or is being fetched; thus, in any reference sequence AGG incurs a single miss: in the first reference.

4 The Online CLPP Problem

Let \(G = (V,E)\) be an access graph. Suppose that \(\sigma = \{r_1, \ldots, r_l\}, 1 \leq l \leq k\), is a reference sequence to blocks, where only \(r_1\) is known.

Recall that \(\sigma\) is a path in \(G\). For a given subgraph \(G' \subseteq G\), let \(\text{PREF}_\sigma(G')\) denote the maximal set of vertices in \(G'\) that form a prefix of \(\sigma\). Let \(A\) be an online deterministic algorithm. Initially, \(A\) knows only that \(r_1 \in \sigma\). In the Single Phase CLPP (S-CLPP), \(A\) needs to select a subgraph \(G_A \subseteq G\) of \(l\) vertices, such that \(\text{PREF}_\sigma(G_A)\) is maximal. Formally, denote by \(B(G_A) = \min_{\sigma \in \text{Paths}(G), |\sigma| = l} |\text{PREF}_\sigma(G_A)|\) the benefit of \(A\) from the selection of \(G_A\). We seek an algorithm \(A\), whose benefit is maximal.
Consider algorithm $\text{AGG}_o$ which mimics the operation of $\text{AGG}$ in an online fashion. Denote by $\text{dist}(v, u)$ the length of the shortest path from $v$ to $u$ in $G$. Let $\text{IN}_t$ denote the blocks that are in the cache or are being fetched at time $t$, and $\text{OUT}_t = V \setminus \text{IN}_t$. The following is a pseudocode description for $\text{AGG}_o$.

**Algorithm $\text{AGG}_o$**

for $t = 1, \ldots, l$ do
  Let $u = \text{arg min}\{\text{dist}(r_t, v) : v \in \text{OUT}_t\}$.
  Let $w = \text{arg max}\{\text{dist}(r_t, v) v : v \in \text{IN}_t\}$.
  If $\text{dist}(r_t, u) < \text{dist}(r_t, w)$
    Evict $w$ from the cache and initiate a fetch for $u$.

**Lemma 2.** Algorithm $\text{AGG}_o$ is optimal in the set of deterministic online algorithms for the $S_{CLPP}$ problem, for any graph $G$, and $k, d \geq 1$.

**Theorem 2.** For any graph $G$, and $k, d \geq 1$ there exists an algorithm, $A$, such that $c_{A, k, d}(G) \leq 2 \cdot c_{\text{det}}^{\text{d}}(G)$.

**Proof:** Consider first Algorithm $\text{Lazy-AGG}_o$ which operates in phases. Phase $i$ starts at some time $t_i$, with a stall of $d$ time units, for fetching a missing block—$r_i$. Each phase is partitioned into sub-phases. The first sub-phase of phase $i$ starts at time $t_{i,1} = t_i$. At sub-phase $j$, $\text{Lazy-AGG}_o$ uses the rules of $\text{AGG}_o$ for selecting a subgraph, $G_{i,j}$, of $k = \min(d, k)$ blocks. Some of these blocks are already in the cache; $\text{Lazy-AGG}_o$ initiates pipelined fetching of the remaining blocks. Let $r_{ij}$ be the block that is accessed first in sub-phase $j$ of phase $i$. Then, $\sigma_d = \{r_{i,j}, \ldots, r_{i,j+d-1}\}$ is the set of first $d$ block accesses in sub-phase $j$. Let $t_{i,j}$ be the start time of sub-phase $j$. Let $\text{Good}(i, j) = \text{PREF}_{\sigma_d}(\text{IN}_{t_{i,j}}, \text{OUT}_{t_{i,j+d}})$. We handle separately two cases:

- If $|\text{Good}(i, j)| = d$, then $\text{Lazy-AGG}_o$ waits until $d$ blocks were accessed in the cache; at time $t_{i,j} + 2d$ the $j$-th sub-phase terminates, and $\text{Lazy-AGG}_o$ starts sub-phase $j+1$ of phase $i$.
- If $g_j = |\text{Good}(i, j)| < d$ then at time $t_{i,j} + d + g_j$ phase $i$ terminates and the first missing block in the cache becomes $r_{i+1}$.

Consider now Algorithm $\text{AGG}'_o$ that operates like $\text{Lazy-AGG}_o$; however, $\text{AGG}'_o$ has the advantage that in each sub-phase, $j$, all the prefetches are initiated in parallel and $d$ time units after this sub-phase starts $\text{AGG}'_o$ knows the value of $g_j$ and the first missing block in the cache. If $g_j = d$ then $\text{AGG}'_o$ proceeds to the next sub-phase of phase $i$; if $g_j < d$ phase $i$ terminates. Note that combining Lemma 2 with the parallel fetching property we get that $\text{AGG}'_o$ outperforms any deterministic online algorithm.

To compute $c_{\text{lazy-AGG}_o, k, d}(G)$ it suffices to compare the length of phase $i$ of $\text{Lazy-AGG}_o$ and $\text{AGG}'_o$, for any $i \geq 1$. Suppose that there are $sp(i)$ sub-phases in phase $i$. For $\text{Lazy-AGG}_o$, each of the first $sp(i) - 1$ sub-phases incurs $2d$ time

---

4 When $u$ is unreachable from $v$ $\text{dist}(v, u) = \infty$. 

---
units, while the last sub-phase incurs \( d + g \) time units, for some \( 1 \leq g \leq d \). For \( AGG' \), each sub-phase (including the last one) incurs \( d \) time units; thus, we get the ratio \( (d + g + (sp(i) - 1)2d)/(d \cdot sp(i)) \leq 2 \). 

5 Online CLPP on DAGs and Complete Graphs

5.1 Directed Acyclic Access Graphs

When \( G \) is a DAG, \( AGG' \) acts exactly like algorithm EE, defined as follows. At any time \( t \geq 1 \), fetch a missing block that is closest to the currently accessed block; discard a block that is unreachable from the current position. From Lemma 2 we get that EE is optimal in the set of online deterministic algorithms for the S_CLPP on DAGs. Now, consider the operation of EE on a DAG. Our next result improves the bound in Theorem 2 in the case where \( k < d \).

**Theorem 3.** If \( G \) is a DAG then for any cache size \( k \geq 1 \) and delivery time \( d \geq 1 \), \( c_{EE,k,d}(G) \leq \min(1 + k/d, 2) \cdot c_{det}^{kl}(G) \).

**Proof:** As in the proof of Theorem 2, we use Algorithms Lazy-AGG and AGG'. When \( G \) is a DAG, we call these algorithms Lazy-EE and EE', respectively. Note that from Theorem 2 we immediately get that \( c_{EE,k,d}(G) \leq 2 \cdot c_{det}^{kl}(G) \). This follows from the fact that EE performs at least as well as Lazy-EE, since EE initiates a block fetch whenever possible, while Lazy-EE waits for a sequence of fetches to be completed before it starts fetching the next sequence.

When \( d > k \) we can improve the ratio of 2; in this case each phase consists of a single sub-phase. Indeed, each block is accessed exactly once; thus, for any \( i \geq 1 \), during the stall for \( r_i \) both EE' and Lazy-EE can access at most \( k < d \) blocks in the cache (i.e., \( g_1 < d \)), and phase \( i \) terminates. It follows that the ratio between the length of phase \( i \) for Lazy-EE and EE' is at most \( (d + k)/d \). This completes the proof.

**Branch Trees.** The case where \( G \) is a branch tree and \( d = k - 1 \) is of particular interest, in the application of the CLPP to pipeline execution of programs on fast processors (see in [9]). For this case, we can tighten the bound in Theorem 3.

**Theorem 4.** If \( G \) is a branch tree then \( c_{EE,k,k-1}(G) \leq (1 + o(1))c_{k,k-1}(G) \), where the \( o(1) \) term refers to a function of \( k \).

5.2 Complete Graphs

Suppose that \( G \) is a complete graph. On these graphs the lower bound obtained for deterministic algorithms for the classic paging problem, remains valid for the CLPP; that is, if \( G \) is a complete graph, then for any cache size \( k \geq 1 \) \( c_{det}^{k}(G) \geq k - 1 \) (see in [9]).

Consider the set of marking algorithms proposed for the classical caching (paging) problem (see, e.g., [3]). A marking algorithm proceeds in phases. At
the beginning of a phase all the blocks in the cache are unmarked. Whenever a block is requested, it is marked. On a cache fault, the marking algorithm evicts an unmarked block from the cache and fetches the requested one. A phase ends on the first ‘miss’ in which all the blocks in the cache are marked. At this point all the blocks become unmarked, and a new phase begins.

**Lemma 3.** For any access graph $G$, cache size $k$ and delivery time $d \geq 1$, if $A$ is a marking algorithm, then $c_{A,k,d}(G) \leq k + 1$.

The proof is based on showing that if the $j$-th phase of $A$ consists of $n_j$ references, then the cost of $A$ on the phase is at most $kd + n_j$, while the cost of $\text{OPT}$ is at least $\max(n_j, d)$.

We summarize the above discussion in the next result.

**Theorem 5.** On a complete graph, any marking algorithm has competitive ratio $1 + 2/k$ with respect to the set of deterministic on-line algorithms for the CLPP.

### 6 The Markovian CLPP on Branch Trees

The following algorithm, known as DEE, is a natural greedy algorithm for the CLPP in the Markovian model: at any time $t \geq 1$, fetch a missing block that is most likely to appear in $\sigma$ from the current position; discard a block that is unreachable from the current position.

In this section we analyze the performance of DEE on branch trees, and show that its expected performance ratio is $\leq 2$. This ratio is reduced to $(1 + o(1))$ for a special class of Markov chains that we call homogeneous (see Section 6.2).

#### 6.1 Performance of DEE on Branch Trees

Let $T$ be a branch tree, and $k \geq 1$ an integer. Suppose that $\sigma$ is a reference sequence of length $k$. In the Markovian $S, CLPP$ we need to choose a subtree $T_A$ of $T$ of size $k$, such that the expected size of $\text{PREF}_\sigma(T_A)$ is maximal. Formally, let $B(T_A) = \sum_{\sigma \in \text{Paths}(T)} Pr(\sigma) ||\text{PREF}_\sigma(T_A)||$ be the expected benefit of an online algorithm $A$ from $T_A$. We seek an algorithm, $A$, whose expected benefit is maximal. We proceed to obtain a performance bound for DEE, when applied for the CLPP.

**Theorem 6.** DEE is optimal to within factor 2 in the set of online algorithms on branch trees.

For showing the theorem, we use the optimality of DEE for the Markovian $S, CLPP$, as shown in [17]. The proof is based on defining two variants of DEE: DEE’ and Lazy-DEE, which operate in phases, similar to the proof of Theorem 3. We omit the details.
6.2 Homogeneous Branch Trees

We call a branch tree $T$ homogeneous, if all the left children in $T$ have the same local probability, $p \in [1/2, 1)$. In other words, the transition probabilities from any vertex $u$ to its left child is $p$ and to its right child is $1-p$.

In the following we derive an explicit asymptotic expression for the expected benefit of DEE, when solving the Markovian S.CLPP on a homogeneous branch tree, with any parameter $1/2 \leq p < 1$. Our computations are based on a Fibonacci-type analysis, which well suits the homogeneous case. For any integer $q \geq 2$, the $n$-th number of the $q$-distance Fibonacci sequence is given by

$$g(n) = \begin{cases} 0 & \text{if } n < q - 1 \\ 1 & \text{if } n = q - 1 \\ g(n-1) + g(n-q) & \text{otherwise}. \end{cases}$$

Note that in the special case where $q = 2$, we get the well known Fibonacci numbers $[14]^6$

Lemma 4. For any $n \geq 1$ and a given $q \geq 2$, $g(n) = O((r^{n-q})/q)$, where $1 < r = r(q) \leq 2$.

Proof. To find an expression for $g(n)$, $n \geq q$, we need to solve the equation generated from the recursion formula, i.e.,

$$x^n = x^{n-1} + x^{n-q}. \quad (1)$$

In other words, we need to find the roots of the polynomial $p(x) = x^q - x^{q-1} - 1$. Note that $p(x)$ has no multiple roots. Hence, the general form of our sequence is $g(n) = \sum_{i=1}^{q} b_i r_i^n$, where $r_1, r_2, ..., r_q$ are the roots of the polynomial $p(x)$. Also, for $1 \leq x \leq 2$ $p(x)$ is monotone and non-decreasing. As $p(1) = -1$, and $p(2) = 2^q - 2^{q-1} - 1 = 2^{q-1} - 1 \geq 0$, we get that $p(x)$ has a single root $r_q \in R^+$ in the interval $[1, 2]$.

Denote by $|x|$ the module of a complex number $x$. We claim that $|r_i| < r_q$ for all $i < q$. The claim trivially holds for any $r_i$ satisfying $|r_i| \leq 1$, thus we may assume that $|r_i| > 1$. If $r_i$ is a root of $p(x)$, then $0 = p(r_i) = |r_i|^q - |r_i|^{q-1} - 1 \geq |r_i|^q - |r_i|^{q-1} - 1 = p(|r_i|)$, and since $p(x)$ is non-decreasing for $x \geq 1$, we conclude that $|r_i| \leq r_q$. In fact, it can be shown that the last inequality is strong, i.e., $|r_i| < r_q$, for any $1 \leq i < q - 1$. We can write

$$g(n) = \sum_{i=1}^{q} b_i r_i^n = b_q r_q^n \left(1 + \sum_{i=1}^{q-1} \frac{b_i}{b_q} \left(\frac{r_i}{r_q}\right)^n\right) \quad (2)$$

and since $|r_i/r_q| < 1$, the sum in the rhs of (2) exponentially tends to zero, i.e., $\lim_{n \to \infty} \sum_{i=1}^{q-1} \frac{b_i}{b_q} \left(\frac{r_i}{r_q}\right)^n = 0$. Hence, we get that

$$g(n) = b_q r_q^n (1 + o(1)). \quad (3)$$

5 This sequence can be viewed as a special case of the $q$-order Fibonacci sequence, in which $g(n) = \sum_{j=1}^q g(n-j)$ (see, e.g., [14,19]).
Now, $b_q$ can be calculated by solving a linear system for the first $q$ elements of the sequence $g(n)$.

$$
\begin{pmatrix}
1 & 1 & \ldots & 1 \\
q_1 & q_2 & \ldots & q_q \\
\vdots & \vdots & & \vdots \\
q_1^{q-1} & q_2^{q-1} & \ldots & q_q^{q-1}
\end{pmatrix}
\begin{pmatrix}
b_1 \\
b_2 \\
\vdots \\
b_q
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
0 \\
\vdots \\
1
\end{pmatrix}
$$

The determinant of the above matrix is known as Vandermonde determinant [15].

The general solution of such a system is $b_i = \frac{1}{p'(q_i)}$. We can calculate all the coefficients. In particular, $b_q = 1/(qr_q^{q-1} - (q-1)r_q^{q-2})$. Substituting into (3) we get the statement of the lemma.

**Lemma 5.** Let $\frac{1}{2} \leq p < 1$ satisfy that for some natural $q$

$$p^q = 1 - p$$

and let $\alpha = (1 - p)q + p$, $\delta \in \{0,1\}$. Then the height of the subtree chosen by DEE for the Markovian $S_{CLPP}$ is given by height($T_{DEE}$) = $\log_{1/p}((1-p)\alpha k + p) + \delta + o(1)$. The $o(1)$ term refers to a function of $k$.

**Proof sketch:** Let $q$ be defined as in (4), and denote by $f(n)$ the number of vertices in $T$ with accumulated probability $p^n$. Then, $f(n)$ can be computed recursively as follows. For $1 \leq n < q$, since $p^n > 1 - p$, there is a single node with accumulated probability $p^n$; for $n \geq q$, we get a node with accumulated probability $p^n$, either by taking the left child of a node with accumulated probability $p^{n-1}$, or by taking the right child of a node, whose accumulated probability is $p^{n-q}$. Hence, $f(n) = g(n + q - 1)$, where $g(n)$ is the $n$th $q$-distance Fibonacci number. From (4), $f(n) = b_q r_q n^{n+q-1}(1 + o(1))$, where $r_q$ is the single root of equation (4) in the interval $[1,2]$. Using (4), it is easy to verify that $r_q = 1/p$ satisfies (4). Hence, we get that $f(n) = (1 + o(1))\alpha p^{-n}$. Let $h$ be the maximal integer satisfying $\sum_{n=0}^{h} f(n) \leq k$. Then,

$$k \geq \frac{1 + o(1)}{\alpha(1-p)} \left( \frac{1}{p^h} - p \right).$$

Also, there exists a vertex with accumulated probability $p^{h+1}$ which is not in $T_{DEE}$. Thus,

$$k \leq \sum_{n=0}^{h+1} f(n) = \frac{1 + o(1)}{\alpha(1-p)} \left( \frac{1}{p^{h+1}} - p \right).$$

Combining (5) and (6) we get the statement of the lemma.

Lemma 5 yields an asymptotic expression for the expected benefit of DEE.
**Corollary 1.** For any \( \frac{1}{2} \leq p < 1 \), the expected benefit of DEE in solving the Markovian S_CLPP problem is

\[
B(T_{\text{DEE}}) = \frac{1 + \log \left( \frac{1}{p} \right) \left( (1 - p)\alpha k + p \right)}{\alpha} (1 + o(1)),
\]

where the \( o(1) \) term refers to a function of \( k \).

Corollary 1 is essential for proving the next theorem (see [9]).

**Theorem 7.** DEE is within a factor \( 1 + o(1) \) from the optimal in the set of algorithms for the Markovian CLPP on homogeneous branch trees, for any \( p \in [1/2, 1] \).
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\textbf{Abstract.} Parallel disks promise to be a cost effective means for achieving high bandwidth in applications involving massive data sets, but algorithms for parallel disks can be difficult to devise. To combat this problem, we define a useful and natural duality between writing to parallel disks and the seemingly more difficult problem of prefetching. We first explore this duality for applications involving read-once accesses using parallel disks. We get a simple linear time algorithm for computing optimal prefetch schedules and analyze the efficiency of the resulting schedules for randomly placed data and for arbitrary interleaved accesses to striped sequences. Duality also provides an optimal schedule for the integrated caching and prefetching problem, in which blocks can be accessed multiple times. Another application of this duality gives us the first parallel disk sorting algorithms that are provably optimal up to lower order terms. One of these algorithms is a simple and practical variant of multiway merge sort, addressing a question that has been open for some time.

\section{Introduction}

External memory (EM) algorithms are designed to be efficient when the problem data do not fit into the high-speed random access memory (RAM) of a computer and therefore must reside on external devices such as disk drives [17]. In order to cope with the high latency of accessing data on such devices, efficient EM algorithms exploit locality in their design. They access a large block of $B$ contiguous data elements at a time and perform the necessary algorithmic operations on the elements in the block while in the high-speed memory. The speedup can be significant. However, even with blocked access, a single disk provides much less bandwidth than the internal memory. This problem can be mitigated by using multiple disks in parallel. For each input/output operation, one block is
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transferred between memory and each of the $D$ disks. The algorithm therefore transfers $D$ blocks at the cost of a single-disk access delay.

A simple approach to algorithm design for parallel disks is to employ large logical blocks, or superblocks of size $B \cdot D$ in the algorithm. A superblock is split into $D$ physical blocks—one on each disk. We refer to this as superblock striping. Unfortunately, this approach is suboptimal for EM algorithms like sorting that deal with many blocks at the same time. An optimal algorithm for sorting and many related EM problems requires independent access to the $D$ disks, in which each of the $D$ blocks in a parallel I/O operation can reside at a different position on its disk [19,17]. Designing algorithms for independent parallel disks has been surprisingly difficult [19,14,15,3,8,9,17,16,18].

In this paper we consider parallel disk output and input separately, in particular as the output scheduling problem problem and the prefetch scheduling problem respectively. The (online) output scheduling (or queued writing) problem takes as input a fixed size pool of $m$ (initially empty) memory buffers for storing blocks, and the sequence $\langle w_0, w_1, \ldots, w_{L-1} \rangle$ of block write requests as they are issued. Each write request is labeled with the disk it will use. The resulting schedule specifies when the blocks are output. The buffer pool can be used to reorder the outputs with respect to the logical writing order given by $\Sigma$ so that the total number of output steps is minimized.

The (offline) prefetch scheduling problem takes as input a fixed size pool of $m$ (empty) memory buffers for storing blocks, and the sequence $\langle r_0, r_1, \ldots, r_{L-1} \rangle$ of distinct block read requests that will be issued. Each read request is labeled with the disk it will use. The resulting prefetch schedule specifies when the blocks should be fetched so that they can be consumed by the application in the right order.

The central theme in this paper is the newly discovered duality between these two problems. Roughly speaking, an output schedule corresponds to a prefetch schedule with reversed time axis and vice versa. We illustrate how computations in one domain can be analyzed via duality with computations in the other domain.

Sect. 2 introduces the duality principle formally for the case of distinct blocks to be written or read (write-once and read-once scheduling). Then Sect. 3 derives an optimal write-once output scheduling algorithm and applies the duality principle to obtain an optimal read-once prefetch scheduling algorithm.

Even an optimal schedule might use parallel disks very inefficiently because for difficult inputs most disks might be idle most of the time. In Sect. 4 we therefore give performance guarantees for randomly placed data and for arbitrarily interleaved accesses to a number of data streams. In particular, we discuss the following allocation strategies:

**Fully Randomized (FR):** Each block is allocated to a random disk.

**Striping (S):** Consecutive blocks of a stream are allocated to consecutive disks in a simple, round-robin manner.

**Simple Randomized (SR):** Striping where the disk selected for the first block of each stream is chosen randomly.
Randomized Cycling (RC): Each stream \( i \) chooses a random permutation \( \pi_i \) of disk numbers and allocates the \( j \)-th block of stream \( i \) on disk \( \pi_i(j \mod D) \).

In Sect. 5 we relax the restriction that blocks are accessed only once and allow repetitions (write-many and read-many scheduling). Again we derive a simple optimal algorithm for the writing case and obtain an optimal algorithm for the reading case using the duality principle. A similar result has recently been obtained by Kallahalla and Varman [11] using more complicated arguments.

Finally, in Sect. 6 we apply the results from Sects. 3 and 4 to parallel disk sorting. Results on online writing translate into improved sorting algorithms using the distribution paradigm. Results on offline reading translate into improved sorting algorithms based on multi-way merging. By appending a ‘D’ for distribution sort or an ‘M’ for mergesort to an allocation strategy (FR, S, SR, RC) we obtain a descriptor for a sorting algorithm (FRD, FRM, SD, SM, SRD, SRM, RCD, RCM). This notation is an extension of the notation used in [18]. RCD and RCM turn out to be particularly efficient. Let

\[
\text{Sort}(N) = \frac{N}{DB} \left( 1 + \log_{m} \frac{N}{M} \right)
\]

and note that \( 2 \cdot \text{Sort}(N) \) appears to be the lower bound for sorting \( N \) elements on \( D \) disks [1]. Our versions of RCD and RCM are the first algorithms that provably match this bound up to a lower order term \( O(BD/M) \text{Sort}(N) \). The good performance of RCM is particularly interesting. The question of whether there is a simple variant of mergesort that is asymptotically optimal has been open for some time.

Related Work

Prefetching and caching has been intensively studied and can be a quite difficult problem. Belady [5] solves the caching problem for a single disk using our machine model. Cao et al. [7] propose a model that additionally allows overlapping of I/O and computation. Albers et al. [2] were the first to find an optimal polynomial time offline algorithm for the single-disk case in this model but it does not generalize well to multiple disks. Kimbrel and Karlin [12] devised a simple algorithm called reverse aggressive that obtains good approximations in the parallel disk case if the buffer pool is large and the failure penalty \( F \) is small. However, in our model, which corresponds to \( F \to \infty \), the approximation ratio that they show goes to infinity. Reverse aggressive is very similar to our algorithm so that it is quite astonishing that the algorithm is optimal in our model. Kallahalla and Varman [10] studied online prefetching of read-once sequences for our model. They showed that very large lookahead \( L \gg mD \) is needed to obtain good competitiveness against an optimal offline algorithm. They proposed an \( O(L^2D) \) time algorithm with this property, and yielding optimal schedules for the offline case. A practical disadvantage of this algorithm is that some blocks may be fetched and discarded several times before they can be delivered to the application.
There is less work on performance guarantees. A (slightly) suboptimal writing algorithm is analyzed in [16] for FR allocation and extended to RC-allocation in [18]. These results are the basis for our results in Sect. 4. For reading there is an algorithm for SR allocation that is close to optimal if $m \gg D \log D$ [3].

There are asymptotically optimal deterministic algorithms for external sorting [15], but the constant factors involved make them unattractive in practice. Barve et al. [3] introduced a simple and efficient randomized sorting algorithm called Simple Randomized Mergesort (SRM). For each run, SRM allocates blocks to disks using the SR allocation discipline. SRM comes within $\gamma \cdot \text{Sort}(N)$ of the apparent lower bound if $M/B = \Omega (D \log(D)/\gamma^2)$ but for $M = o(D \log D)$ the bound proven is not asymptotically optimal. It was an open problem whether SRM or another variant of striped mergesort could be asymptotically optimal for small internal memory. Knuth [13, Exercise 5.4.9-31] gives the question of a tight analysis of SR a difficulty of 48 on a scale between 0 and 50.

To overcome the apparent difficulty of analyzing SR, Vitter and Hutchinson [18] analyzed RC allocation, which provides more randomness but retains the advantages of striping. RCD is an asymptotically optimal distribution sort algorithm for multiple disks that allocates successive blocks of a bucket to the disks according to the RC discipline and adapts the approach and analysis of Sanders, Egner, and Korst [16] for write scheduling of blocks. However, the question remained whether such a result can be obtained for mergesort and how close one can come to the lower bound for small internal memory.

2 The Duality Principle

Duality is a quite simple concept once the model is properly defined. Therefore, we start with a more formal description of the model:

Our machine model is the parallel disk model of Vitter and Shriver [19] with a single\(^1\) processor, $D$ disks and an internal memory of size $M$. All blocks have the same size $B$. In one I/O step, one block on each disk can be accessed in a synchronized fashion. We consider either a queued writing or a buffered prefetching arrangement, where a pool of $m$ block buffers is available to the algorithm (see Fig. 1).

A write-once output scheduling problem is defined by a sequence $\Sigma = \langle b_0, \ldots, b_{L-1} \rangle$ of distinct blocks. Let $\text{disk}(b_i)$ denote the disk on which block $b_i$ is located. An application process writes these blocks in the order specified by $\Sigma$. We use the term write for the logical process of moving a block from the responsibility of the application to the responsibility of the scheduling algorithm. The scheduling algorithm orchestrates the physical output of these blocks to disks. An output schedule is specified by giving a function $\text{oStep} : \{b_0, \ldots, b_{L-1}\} \rightarrow \mathbb{N}$ that specifies for each disk block $b_i \in \Sigma$ the time step when it will be output. An output schedule is correct if the following conditions hold: (i) No disk is referenced more than once in a single time step, i.e., if $i \neq j$ and $\text{disk}(b_i) = \text{disk}(b_j)$

\(^1\) A generalization our results to multiple processors is relatively easy as long as data exchange between processors is much faster than disk access.
then $o\text{Step}(b_i) \neq o\text{Step}(b_j)$. (ii) The buffer pool is large enough to hold all the blocks $b_j$ that are written before a block $b_i$ but not output before $b_i$, i.e.,

$$\forall 0 \leq i < L : o\text{Backlog}(b_i) := |\{ j < i : o\text{Step}(b_j) \geq o\text{Step}(b_i)\}| < m .$$

The number of steps needed by an output schedule is $T = \max_{0 \leq i < L} o\text{Step}(b_i)$. A schedule is optimal if it minimizes $T$ among all correct schedules.

It will turn out that our write-once output scheduling algorithms even work if they are given the blocks online, i.e., one at a time without specifying $\Sigma$ explicitly.

A read-once prefetch scheduling problem is defined analogously. Now reading means the logical process of moving a block from the responsibility of the scheduling algorithm to the application and fetching means the physical disk access. A prefetch schedule is defined using a function $i\text{Step} : \{b_0, \ldots, b_{L-1}\} \rightarrow \mathbb{N}$. The limited buffer pool size requires the correctness condition

$$\forall 0 \leq i < L : i\text{Backlog}(b_i) := |\{ j > i : i\text{Step}(b_j) \leq i\text{Step}(b_i)\}| < m$$

(all blocks $b_j$ that are fetched no later than a block $b_i$ but consumed after $b_i$ must be buffered).

It will turn out that our prefetch scheduling algorithms work offline, i.e., they need to know $\Sigma$ in advance.
The following theorem shows that the reading and writing not only have similar models but are equivalent to each other in a quite interesting sense:

**Theorem 1. (Duality Principle)** Consider any sequence \( \Sigma = \langle b_0, \ldots, b_{L-1}\rangle \) of distinct write requests. Let \( oStep \) denote a correct output schedule for \( \Sigma \) that uses \( T \) output steps. Then we get a correct prefetch schedule \( iStep \) for \( \Sigma^R = \langle b_{L-1}, \ldots, b_0\rangle \) that uses \( T \) fetch steps by setting \( iStep(b_i) = T - oStep(b_i) + 1 \).

Vice versa, every correct prefetch schedule \( iStep \) for \( \Sigma \) that uses \( T \) fetch steps yields a correct output schedule \( oStep(b_i) = T - iStep(b_i) + 1 \) for \( \Sigma^R \), using \( T \) output steps.

**Proof.** For the first part, consider \( iStep(b_i) = T - oStep(b_i) + 1 \). The resulting fetch steps are between 1 and \( T \) and all blocks on the same disk get different fetch steps. It remains to show that \( iB\text{acklog}(b_i) < m \) for \( 0 \leq i < L \). With respect to \( \Sigma^R \), we have

\[
iB\text{acklog}(b_i) = |\{j < i : iStep(b_j) \leq iStep(b_i)\}| = |\{j < i : T - oStep(b_j) + 1 \leq T - oStep(b_i) + 1\}| = |\{j < i : oStep(b_j) \geq oStep(b_i)\}|
\]

the latter value is \( oB\text{acklog}(b_i) \) with respect to \( \Sigma \) and hence smaller than \( m \).

The proof for the converse case is completely analogous. \( \Box \)

3 Optimal Write-Once and Read-Once Scheduling

We give an optimal algorithm for writing a write-once sequence, prove its optimality and then apply the duality principle to transform it into a read-once prefetching algorithm.

Consider the following algorithm \textit{greedyWriting} for writing a sequence \( \Sigma = \langle b_0, \ldots, b_{L-1}\rangle \) of distinct blocks. Let \( Q \) denote the set of blocks in the buffer pool, so initially \( Q = \emptyset \). Let \( Q_d = \{ b \in Q : \text{disk}(b) = d \} \). Write the blocks \( b_i \) in sequence as follows: (1) If \( |Q| < m \) then simply insert \( b_i \) into \( Q \). (2) Otherwise, each disk with \( Q_d \neq \emptyset \) outputs the block in \( Q_d \) that appears first in \( \Sigma \). The blocks output are then removed from \( Q \) and \( b_i \) is inserted into \( Q \). (3) Once all blocks are written the queues are flushed, i.e., additional output steps are performed until \( Q \) is empty.

Any schedule where blocks are output in arrival order on each disk, is called a \textit{FIFO schedule}. The following lemma tells us that it is sufficient to consider FIFO schedules when we look for optimal schedules. The proof is based on transforming a non-FIFO schedule into a FIFO schedule by exchanging blocks in the schedule of a disk that are output out of order.

**Lemma 1.** For any sequence of blocks \( \Sigma \) and every correct output schedule \( oStep \) there is a FIFO output schedule \( oStep' \) consisting of at most the same number of output steps.
Algorithm greedyWriting is one way to compute a FIFO schedule. The following lemma shows that greedyWriting outputs every block as early as possible.

**Lemma 2.** For any sequence of blocks \( \Sigma \) and any FIFO output schedule \( oStep' \), let \( oStep \) denote the schedule produced by algorithm greedyWriting. Then for all \( b_i \in \Sigma \), we have \( oStep(b_i) \leq oStep'(b_i) \).

**Proof.** (Outline) The proof is by induction over the number of blocks. There are two nontrivial cases. One case corresponds to the situation where the output step of a block immediately follows an output of a previous block on the same disk. The other case corresponds to the situation where no earlier step is possible because otherwise its oBacklog would be too large.

Combining Lemmas 1 and 2 we see that greedyWriting gives us optimal schedules for write-once sequences:

**Theorem 2.** Algorithm greedyWriting gives a correct, minimum length output schedule for any write-once reference sequence \( \Sigma \).

Combining the duality principle and the optimality of greedyWriting, we get an optimal algorithm for read-once prefetching that we call lazy prefetching:

**Corollary 1.** An optimal prefetch schedule \( iStep \) for a sequence \( \Sigma \) can be obtained by using greedyWriting to get an output schedule \( oStep \) for \( \Sigma^R \) and setting \( iStep(b_i) = T - oStep(b_i) + 1 \).

Note that the schedule can be computed in time \( O(L + D) \) using very simple data structures.

## 4 How Good Is Optimal?

When we are processing several streams concurrently, the knowledge that we have an optimal prefetching algorithm is often of little help. We also want to know “how good is optimal?” In the worst case, all requests may go to the same disk and no prefetching algorithm can cure the dreadful performance caused by this bottleneck. However, the situation is different if blocks are allocated to disks using striping, randomization\(^2\), or both.

**Theorem 3.** Consider a sequence of \( L \) block requests, and a buffer pool of size \( m \geq D \) blocks. The number of I/O steps needed by greedyWriting or lazy prefetching is given by the following bounds, depending on the allocation discipline. For striping and randomized cycling, an arbitrary interleaving of sequential accesses to \( S \) sequences is allowed.

- **Striping:** \( \frac{L}{D} + S \), if \( m > S(D - 1) \);
- **Fully Random (FR):** \( (1 + O(\frac{D}{m})) \frac{L}{D} + O(\frac{m}{D} \log m) \) (expected);
- **Randomized Cycling (RC):** \( (1 + O(\frac{D}{m})) \frac{L}{D} + \min \{ S + \frac{L}{D}, \frac{m}{D} \log m \} \) (expected)

\(^2\) In practice, this will be done using simple hash functions. However, for the analysis we assume that we have a perfect source of randomness.
Proof. (Outline) The bound for striped writing is based on the observation that \( L/D + S \) is the maximum number of blocks to be handled by any disk and that the backlog of any block can never exceed \( m \) if \( m > S(D - 1) \).

For fully random placement the key idea is that greedyWriting dominates the “throttled” algorithm of [16], which admits only \((1 - \Theta(D/M))D\) blocks per output step into the queues.

The bound for RC is a combination of the two previous bounds. The bound for FR applies to RC writing using the observation of [18] that the throttled algorithm of [16] performs at least as well for RC as for FR.

The results for writing transfer to offline prefetching via duality. For the RC case we also need the observation that the reverse of a sequence using RC is indistinguishable from a nonreversed sequence.

For writing, the trailing additive term for each case enumerated in Theorem 3 can be dropped if the final contents of the buffer pool is not flushed.

5 Integrated Caching and Prefetching

We now relax the condition that the read requests in \( \Sigma \) are for distinct blocks, permitting the possibility of saving disk accesses by keeping previously accessed blocks in memory. For this read-many problem, we get a tradeoff for the use of the buffer pool because it has to serve the double purposes of keeping blocks that are accessed multiple times, and decoupling physical and logical accesses to equalize transient load imbalance of the disks. We define the write-many problem in such a way that the duality principle from Theorem 1 transfers: The latest instance of each block must be kept either on its assigned disk, or in the buffer pool. The final instance of each block must be written to its assigned disk.\(^3\)

We prove that the following offline algorithm manyWriting minimizes the number of output operations for the write-many problem: Let \( Q \) and \( Q_d \) be defined as for greedyWriting. To write block \( b_i \), if \( b_i \in Q \), the old version is overwritten in its existing buffer. Otherwise, if \( |Q| < m \), \( b_i \) is inserted into \( Q \).

If this also fails, an output step is performed before \( b_i \) is inserted into \( Q \). The output analogue of Belady’s MIN rule [5] is used on each disk, i.e., each disk with \( Q_d \neq \emptyset \) outputs the block in \( Q_d \) that is accessed again farthest in the future.

Applying duality, we also get an optimal algorithm for integrated prefetching and caching of a sequence \( \Sigma \): using the same construction as in Cor. 1 we get an optimal prefetching and caching schedule. It remains to prove the following theorem:

**Theorem 4.** Algorithm manyWriting solves the write-many problem with the fewest number of output steps.

\(^3\) The requirement that the latest versions have to be kept might seem odd in an offline setting. However, this makes sense if there is a possibility that there are reads at unknown times that need an up-to-date version of a block.
Proof. (Outline) We generalize the optimality proof of Belady’s algorithm by Borodin and El-Yaniv [6] to the case of writing and multiple disks. Let $\Sigma = \{b_0, \ldots, b_{L-1}\}$ be any sequence of blocks to be written. The proof is based on the following claim.

Claim: Let $\text{ALG}$ be any algorithm for cached writing. Let $d$ denote a fixed disk. For any $0 \leq i < L$ it is possible to construct an offline algorithm $\text{ALG}_i$ that satisfies the following properties: (i) $\text{ALG}_i$ processes the first $i - 1$ block write requests exactly as $\text{ALG}$ does. (ii) If block $b_i$ is written immediately after output step $s$, then immediately before step $s$ we had $b_i \not\in Q$ and $|Q| = m$. (iii) If $b_i$ is written immediately after output step $s$, then $\text{ALG}_i$ performs this output according to the MIN rule on disk $d$. (iv) $\text{ALG}_i$ takes no more steps than $\text{ALG}$.

Once this claim is established, we can transform an optimal scheduling algorithm $\text{OPT}$ into an algorithm $S$ that uses the MIN rule by iteratively applying the claim for each disk and each $0 \leq i < L$ without increasing the number of output steps used.

To prove the claim we modify any algorithm $\text{ALG}$ to get an algorithm $\text{ALG}_i$ that fulfills all the properties. If property (ii) is violated, it suffices to write $b_i$ earlier. If property (iii) is violated, the output step $s$ preceding the write of $b_i$ is modified on disk $d$ to follow the MIN rule. Suppose, $\text{ALG}_i$ outputs block $b$ in step $s$. It remains to explain how $\text{ALG}_i$ can mimic $\text{ALG}$ in the subsequent steps despite this difference in step $s$. A problem can only arise if $\text{ALG}$ later overwrites the current version of $b$. $\text{ALG}_i$ exploits the fact that $\text{ALG}$ either outputs nothing or something that is accessed again before the next access to $b$. Either way, $\text{ALG}_i$ can arrange to have an unused buffer block available when $\text{ALG}$ overwrites the current version of $b$. \qed

6 Application to Sorting

Optimal algorithms for read-once prefetching or write-once output scheduling can be used to analyze or improve a number of interesting parallel disk sorting algorithms. We start by discussing multiway mergesort using randomized cycling allocation (RCM) in some detail and then survey a number of additional results.

Multiway mergesort is a frequently used external sorting algorithm. We describe a variant that is similar to the SRM algorithm in [3]. Originally the $N$ input elements are stored as a single data stream using any kind of striping. During run formation the input is read in chunks of size $M$, that are sorted internally and then written out in runs allocated using RC allocation. Neglecting trivial rounding issues, run formation is easy to do using $2N/(DB)$ I/O steps. By investing another $O(N/(DB^2))$ I/O steps we can keep triggers, the largest keys of each block, in a separate file. Then we set aside a buffer pool of size $m = cD$ for some constant $c$ and perform $\lceil \log_{6M/B-C(D)} N \over M \rceil$ merge phases. In a merge phase, groups of $k = M/2 - O(D)$ runs are merged into new sorted runs, i.e., after the last merge phase, only one sorted run is left. Merging $k$ runs of size $sB$ can be performed using $s$ block reads by keeping one block of each run in the
internal memory of the sorting application. The order of these reads for an entire phase can be exactly predicted using the trigger information and $O(N/B^2)$ I/Os for merging trigger files [3]. Hence, if we use optimal prefetching, Theorem 3 gives an upper bound of $(1 + O(1/c)) \frac{N}{BD} + \cdots$ for the number of fetch steps of a phase. The number of output steps for a phase is $N/(BD)$ if we have an additional output buffer of $D$ blocks. The final result is written using any striped allocation strategy, i.e., the application calling the sorting routing need not be able to handle RC allocation. We can write the resulting total number of I/O steps as $\text{Sort}_{m+D}^{2+O(1/c)} \min(\frac{N}{DB}, \frac{\log D}{m}) + f + o\left(\frac{N}{DB}\right)$.

Table 1 compares a selection of sorting algorithms using this generalized form of the I/O bound for parallel disk sorting. (In the full paper we present additional results for example for FR allocation.) The term $2N_DB$ represents the reading and writing of the input and the final output respectively. The factor $a$ is a constant that dominates the I/O complexity for large inputs. Note that for $a = 2$ and $f = m = 0$ this expression is the apparent lower bound for sorting. The additive offset $f$ may dominate for small inputs. The reduction of the memory by $m$ blocks in the base of the logarithm is due to memory that is used for output or prefetching buffer pools outside the merging or distribution routines, and hence reduces the number of data streams that can be handled concurrently. One way to interpret $m$ is to view it as the amount of additional memory needed to match the performance of the algorithm on the multihead I/O model [1] (where load balancing disk accesses is not an issue).

Even without any randomization, Theorem 3 shows that mergesort with deterministic striping and optimal prefetching (SM) is at least as efficient as the common practice of using superblock striping. However, both algorithms achieve good performance only if a lot of internal memory is available.

Using previous work on distribution sort and the duality between prefetching and writing, all results obtained for mergesort can be extended to distribution sort (e.g., SD, SRD, FRD, RCD+). There are several sorting algorithms based on the distribution principle, e.g. radix sort. The bounds given here are based on a generalization of quicksort where $k - 1$ splitter elements are chosen to split an unsorted input stream into $k$ approximately equal sized output streams with disjoint ranges of keys. After $\left[\log_{M/(BD)}(\frac{N}{M})\right]$ splitting phases, the remaining streams can be sorted using internal sorting.

A simple variant of distribution sort with randomized cycling (RCD) was already analyzed in [18]. The new variant, RCD+, has some practical improvements (fewer tuning parameters, simpler application interface) and, it turns out

4 If we assume a fixed memory size we cannot discriminate between some of the algorithms using the abstract I/O model. One algorithm may have a smaller factor $a$ yet need an extra distribution or merging phase for some input sizes $N$. In practice, one could use a smaller block size for these input sizes. The abstract I/O model does not tell us how this affects the total I/O time needed.
Table 1. Summary of Main Results for I/O Complexity of Parallel Disk Sorting Algorithms. Algorithms with **boldface** names are asymptotically optimal: M/D = Merge/Distribution sort. SM/SD = merge / distribution sort with any striping (S) allocation. SRM and SRD use Simple Randomized striping (SR). RCD, RCD+ and RCM use Randomized Cycling (RC) allocation.

<table>
<thead>
<tr>
<th>a</th>
<th>Sort^{a,f}(N)</th>
<th>I/Os</th>
<th>Algorithm</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 + \gamma</td>
<td>(2D)^{1+\frac{\gamma}{2}}</td>
<td>M, superblock striping</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 + \gamma</td>
<td>(2D)^{1+\frac{\gamma}{2}}</td>
<td>SM</td>
<td>here</td>
<td></td>
</tr>
<tr>
<td>2 + \gamma</td>
<td>(2D)^{1+\frac{\gamma}{2}}</td>
<td>SD</td>
<td>here</td>
<td></td>
</tr>
<tr>
<td>Randomized algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 + \gamma</td>
<td>D log(D)/\gamma^2</td>
<td>SRM</td>
<td>[3]</td>
<td></td>
</tr>
<tr>
<td>2 + \gamma</td>
<td>D log(D)/\gamma^2</td>
<td>SRD</td>
<td>here</td>
<td></td>
</tr>
<tr>
<td>3 + \gamma</td>
<td>D/\gamma</td>
<td>RCD</td>
<td>[18]</td>
<td></td>
</tr>
<tr>
<td>2 + \gamma \min\left(\frac{N}{BD}, \log(D)/\Theta(\gamma)\right)</td>
<td>D/\gamma</td>
<td>RCM</td>
<td>here</td>
<td></td>
</tr>
<tr>
<td>2 + \gamma</td>
<td>D/\gamma</td>
<td>RCD+</td>
<td>here</td>
<td></td>
</tr>
</tbody>
</table>

that the additive term \( f \) can also be eliminated. Using a careful formulation of the algorithmic details it is never necessary to flush the write buffers. All in all, RCD+ is currently the parallel disk sorting algorithm with the best I/O performance bounds known.
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Abstract. We introduce a new problem that was motivated by a (more complicated) problem arising in a robotized assembly environment. The bin coloring problem is to pack unit size colored items into bins, such that the maximum number of different colors per bin is minimized. Each bin has size $B \in \mathbb{N}$. The packing process is subject to the constraint that at any moment in time at most $q \in \mathbb{N}$ bins are partially filled. Moreover, bins may only be closed if they are filled completely. An online algorithm must pack each item without knowledge of any future items. We investigate the existence of competitive online algorithms for the bin coloring problem. We prove an upper bound of $3q - 1$ and a lower bound of $2q$ for the competitive ratio of a natural greedy-type algorithm, and show that surprisingly a trivial algorithm which uses only one open bin has a strictly better competitive ratio of $2q - 1$. Moreover, we show that any deterministic algorithm has a competitive ratio $\Omega(q)$ and that randomization does not improve this lower bound even when the adversary is oblivious.

1 Introduction

One of the commissioning departments in the distribution center of Herlitz PBS AG, Falkensee, one of the main distributors of office supply in Europe, is devoted to greeting cards. The cards are stored in parallel shelving systems. Order pickers on automated guided vehicles collect the orders from the storage systems, following a circular course through the shelves. At the loading zone, which can hold $q$ vehicles, each vehicle is logically “loaded” with $B$ orders which arrive online. The goal is to avoid congestion among the vehicles (see [1] for details). Since the vehicles are unable to pass each other and the “speed” of a vehicle
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** Supported by the TMR Network DONET of the European Community ERB TMRX-CT98-0202
is correlated to the number of different stops it must make, this motivates to assign the orders in such a way that the vehicles stop as few times as possible.

The above situation motivated the following bin coloring problem: One receives a sequence of unit size items \( r_1, \ldots, r_m \) where each item has a color \( r_i \in \mathbb{N} \), and is asked to pack them into bins with size \( B \). The goal is to pack the items into the bins “most uniformly”, that is, to minimize the maximum number of different colors assigned to a bin. The packing process is subject to the constraint that at any moment in time at most \( q \in \mathbb{N} \) bins may be partially filled. Bins may only be closed if they are filled completely. (Notice that without these strict bounded space constraints the problem is trivial since in this case each item can be packed into a separate bin). In the online version of the problem, denoted by \( OLBcp \), each item must be packed without knowledge of any future items. An online algorithm is \( c \)-competitive, if for all possible request sequences the maximum colors in the bins packed by the algorithm and the optimal offline solution is bounded by \( c \). The OLBcp can be viewed as a variant of the bounded space binpacking problem in (see [3,4] for recent surveys on binpacking problems).

Our investigations of the OLBcp reveal a curiosity of competitive analysis: a truly stupid algorithm achieves essentially a (non-trivial) best possible competitive ratio whereas a seemingly reasonable algorithm performs provably worse in terms of competitive analysis.

We first analyze a natural greedy-type strategy, and show that this strategy has a competitive ratio no greater than \( 3q \) but no smaller than \( 2q \), where \( q \) is the maximum number of open bins. We show that a trivial strategy that only uses one open bin, has a strictly better competitive ratio of \( 2q - 1 \). Then we show that surprisingly no deterministic algorithm can be substantially better than the trivial strategy. More specifically, we prove that no deterministic algorithm can, in general, have a competitive ratio less than \( q \). Even more surprising, the lower bound of \( q \) for the competitive ratio continues to hold for randomized algorithms against an oblivious adversary. Finally, not even “resource augmentation”, which means that the online algorithm is allowed to use a fixed number \( q' \geq q \) of open bins can help to overcome the lower bound of \( \Omega(q) \) on the competitive ratio.

2 Problem Definition

Definition 2.1 (Online Bin Coloring Problem). In the Online Bin Coloring Problem \((OLBcp_{B,q})\) with parameters \( B, q \in \mathbb{N} \) \((B,q \geq 2)\), one is given a sequence \( \sigma = r_1, \ldots, r_m \) of unit size items (requests), each with a color \( r_i \in \mathbb{N} \), and is asked to pack them into bins with size \( B \), that is, each bin can accommodate exactly \( B \) items. The packing is subject to the following constraints:

1. The items must be packed according to the order of their appearance, that is, item \( i \) must be packed before item \( k \) for all \( i < k \).
2. At most \( q \) partially filled bins may be open to further items at any point in the packing process.
3. A bin may only be closed if it is filled completely, i.e., if it has been assigned exactly \( B \) items.
The objective is to minimize the maximum number of different colors assigned to a bin. An online algorithm for \( \text{OLBcp}_{B,q} \) must pack each item \( r_i \) (irrevocably) without knowledge of requests \( r_k \) with \( k > i \).

In the sequel it will be occasionally helpful to use the following view on the bins used by an arbitrary algorithm \( \text{ALG} \) to process an input sequence \( \sigma \). Each open bin has an index \( x \), where \( 1 \leq x \leq q \). Each time a bin with index \( x \) is closed and a new bin is opened the new bin will also have index \( x \). If no confusion can occur, we will refer to a bin with index \( x \) as \( \text{bin } x \).

We denote by \( \text{ALG}(\sigma) \) the objective function value of the solution produced by algorithm \( \text{ALG} \) on input \( \sigma \). \( \text{OPT} \) denotes an optimal offline algorithm which has complete knowledge about the input sequence \( \sigma \) in advance. However, the packing must still obey the constraints 1 to 3 specified in Definition 2.1.

**Definition 2.2.** A deterministic online algorithm \( \text{ALG} \) for \( \text{OLBcp}_{B,q} \) is called \( c \)-competitive, if there exists a constant \( c \) such that \( \text{ALG}(\sigma) \leq c \cdot \text{OPT}(\sigma) \) holds for any request sequence \( \sigma \).

The competitive ratio of an algorithm \( \text{ALG} \) is the smallest number \( c \) such that \( \text{ALG} \) is \( c \)-competitive. The size of the bins \( B \) is a trivial upper bound on the competitive ratio of any algorithm for \( \text{OLBcp}_{B,q} \).

A randomized online algorithm is a probability distribution over a set of deterministic online algorithms. The objective value produced by a randomized algorithm is therefore a random variable. In this paper we analyze the performance of randomized online algorithms only against an oblivious adversary. An oblivious adversary does not see the realizations of the random choices made by the online algorithm and therefore has to generate a request sequence in advance. We refer to [2] for details on the various adversary models.

**Definition 2.3.** A randomized online algorithm \( \text{RALG} \) is \( c \)-competitive against an oblivious adversary if \( \mathbb{E}[\text{RALG}(\sigma)] \leq c \cdot \text{OPT}(\sigma) \) for any request sequence \( \sigma \).

### 3 The Algorithm greedyfit

In this section we introduce a natural greedy-type strategy, which we call \textsc{greedyfit}, and show that the competitive ratio of this strategy is at most \( 3q \) but no smaller than \( 2q \) (provided the capacity \( B \) is sufficiently large).

**\textsc{greedyfit}:** If upon the arrival of request \( r_i \) the color \( r_i \) is already contained in one of the currently open bins, say bin \( b \), then put \( r_i \) into bin \( b \). Otherwise put item \( r_i \) into a bin that contains the least number of different colors (which means opening a new bin if currently less than \( q \) bins are non-empty).

The analysis of the competitive ratio of \textsc{greedyfit} is essentially via a pigeonhole principle argument. We first show a lower bound on the number of bins that any algorithm can use to distribute the items in a contiguous subsequence and then relate this number to the number of colors in the input sequence.
Lemma 3.1. Let $\sigma = r_1, \ldots, r_m$ be any request sequence and let $\sigma' = r_i, \ldots, r_i + \ell$ be any contiguous subsequence of $\sigma$. Then any algorithm packs the items of $\sigma'$ into at most $2q + \lfloor (\ell - 2q)/B \rfloor$ different bins.

Proof. Let $\text{ALG}$ be any algorithm and let $b_1, \ldots, b_r$ be the set of open bins for $\text{ALG}$ just prior to the arrival of the first item of $\sigma'$. Denote by $f(b_j) \in \{1, \ldots, B - 1\}$ the empty space in bin $b_j$ at that moment in time. To close an open bin $b_j$, $\text{ALG}$ needs $f(b_j)$ items. Opening and closing an additional new bin needs $B$ items. To achieve the maximum number of bins ($\geq 2q$), $\text{ALG}$ must first close each open bin and put at least one item into each newly opened bin. From this moment in time, opening a new bin requires $B$ new items. It follows that the maximum number of bins $\text{ALG}$ can use is bounded from above as claimed in the lemma. □

Theorem 3.2. GREEDYFIT is $c$-competitive for $\text{OLBCP}_{B,q}$ with $c = \min\{2q + [(qB - 3q + 1)/B], B\} \leq \min\{3q - 1, B\}$.

Proof. Let $\sigma$ be any request sequence and suppose $\text{GREEDYFIT}(\sigma) = w$. It suffices to consider the case $w \geq 2$. Let $s$ be minimum with the property that $\text{GREEDYFIT}(r_1, \ldots, r_{s - 1}) = w - 1$ and $\text{GREEDYFIT}(r_1, \ldots, r_s) = w$. By the construction of GREEDYFIT, after processing $r_1, \ldots, r_{s - 1}$ each of the currently open bins must contain exactly $w - 1$ different colors. Moreover, since $w \geq 2$, after processing additionally request $r_s$, GREEDYFIT has exactly $q$ open bins (where as an exception we count here the bin where $r_s$ is packed as open even if by this assignment it is just closed). Denote those bins by $b_1, \ldots, b_q$.

Let bin $b_j$ be the bin among $b_1, \ldots, b_q$ that has been opened last by GREEDYFIT. Let $r'_{s'}$ be the first item that was assigned to $b_j$. Then, the subsequence $\sigma' = r_{s'}, \ldots, r_s$ consists of at most $qB - (q - 1)$ items, since between $r_{s'}$ and $r_s$ no bin is closed and at the moment $r_{s'}$ was processed, $q - 1$ bins already contained at least one item. Moreover, $\sigma'$ contains items with at least $w$ different colors. By Lemma 3.1, $\text{OPT}$ distributes the items of $\sigma'$ into at most $2q + [(qB - 3q + 1)/B]$ bins. Consequently, $\text{OPT}(\sigma) \geq 2q + [(qB - 3q + 1)/B]$. □

We continue to prove a lower bound on the competitive ratio of GREEDYFIT.

Theorem 3.3. GREEDYFIT has a competitive ratio greater or equal to $2q$ for the $\text{OLBCP}_{B,q}$ if $B \geq 2q^3 - q^2 - q + 1$.

Proof. We construct a request sequence $\sigma$ that consists of a finite number $M$ of phases in each of which $qB$ requests are given. The sequence is constructed in such a way that after each phase the adversary has $q$ empty bins.

Each phase consists of two steps. In the first step $q^2$ items are presented, each with a new color which has not been used before. In the second step $qB - q^2$ items are presented, all with a color that has occurred before. We will show that we can choose the items given in Step 2 of every phase such that the following properties hold for the bins of GREEDYFIT:

**Property 1** The bins with indices $1, \ldots, q - 1$ are never closed.
Property 2 The bins with indices 1, \ldots, q - 1 contain only items of different colors.

Property 3 There is an $M \in \mathbb{N}$ such that during Phase $M$ \textsc{greedyfit} assigns for the first time an item with a new color to a bin that already contains items with $2q^2 - 1$ different colors.

Property 4 There is an assignment of the items of $\sigma$ such that no bin contains items with more than $q$ different colors.

We analyze the behavior of \textsc{greedyfit} by distinguishing between the items assigned to the bin (with index) $q$ and the items assigned to bins (with indices) 1 through $q - 1$. Let $L_k$ be the set of colors of the items assigned to bins 1, \ldots, $q - 1$ and let $R_k$ be the set of colors assigned to bin $q$ during Step 1 of Phase $k$.

We now describe a general construction of the request sequence given in Step 2 of a phase. During Step 1 of Phase $k$ there are items with $|R_k|$ different colors assigned to bin $q$. For the moment, suppose that $|R_k| \geq q$ (see Lemma 3.6 (iv)). We now partition the at most $q^2$ colors in $|R_k|$ into $q$ disjoint non-empty sets $S_1, \ldots, S_q$. We give $qB - q^2 \geq 2q^2$ items with colors from $|R_k|$ such that the number of items with colors from $S_j$ is $B - q$ for every $j$, and the last $|R_k|$ items all have a different color. \textsc{greedyfit} will pack all items given in Step 2 into bin $q$ (Lemma 3.6 (iii)). Hence bins 1, \ldots, $q - 1$ only get assigned items during Step 1, which implies the properties 1 and 2.

The adversary assigns the items of Step 1 such that every bin receives $q$ items, and the items with colors in the color set $S_j$ go to bin $j$. Clearly, the items in every bin have no more than $q$ different colors. The items given in Step 2 can by construction of the sequence be assigned to the bins of the adversary such that all bins are completely filled, and the number of different colors per bin does not increase (this ensures that property 4 is satisfied). Due to lack of space we omit the proofs of the following lemmas.

**Lemma 3.4.** At the end of Phase $k < M$, bin $q$ of \textsc{greedyfit} contains exactly $B - \sum_{j \leq k} |L_j|$ items, and this number is at least $q^2$. \hfill \Box

**Corollary 3.5.** For any Phase $k < M$, bin $q$ is never closed by \textsc{greedyfit} before the end of Step 1 of Phase $k$. \hfill \Box

**Lemma 3.6.** For $k \geq 1$ the following statements are true:

(i) At the beginning of Phase $k$ bin $q$ of \textsc{greedyfit} contains exactly the colors from $R_{k-1}$ (where $R_0 := \emptyset$).

(ii) After Step 1 of Phase $k$, each of the bins 1, \ldots, $q-1$ of \textsc{greedyfit} contains at least $|R_k| + |R_{k-1}| - 1$ different colors.

(iii) In Step 2 of Phase $k$ \textsc{greedyfit} packs all items into bin $q$.

(iv) $|R_k| \geq q$. \hfill \Box

To this point we have shown that we can actually construct the sequence as suggested, and that the optimal offline cost on this sequence is no more than $q$. 
Now we need to prove that there is a number $M \in \mathbb{N}$ such that after $M$ phases there is a bin from GREEDYFIT that contains items with $2q^2$ different colors. We will do this by establishing the following lemma:

**Lemma 3.7.** In every two subsequent Phases $k$ and $k+1$, either $|L_k \cup L_{k+1}| > 0$ or bin $q$ contains items with $2q^2$ different colors during one of the phases. \(\square\)

We can conclude from Lemma 3.7 that at least once every two phases the number of items in the bins 1 through $q-1$ grows. Since these bins are never closed (property 1), and all items have a unique color (property 2), after a finite number $M$ of phases, one of the bins of GREEDYFIT must contain items with $2q^2$ different colors. This completes the proof of the Theorem. \(\square\)

## 4 The Trivial Algorithm onebin

This section is devoted to arguably the simplest (and most trivial) algorithm for the OLBCP, which surprisingly has a better competitive ratio than GREEDYFIT. Moreover, as we will see later that this algorithm achieves essentially the best competitive ratio for the problem.

**onebin**: The next item $r_i$ is packed into the (at most one) open bin. A new bin is opened only if the previous item has closed the previous bin by filling it up completely.

The proof of the upper bound on the competitive ratio of onebin is along the same lines as that of GREEDYFIT.

**Lemma 4.1.** Let $\sigma = r_1, \ldots, r_m$ be any request sequence. Then for $i \geq 0$ any algorithm packs the items $r_{iB+1}, \ldots, r_{(i+1)B}$ into at most $\min\{2q-1, B\}$ bins.

*Proof.* Omitted in this abstract.

**Theorem 4.2.** Algorithm onebin is $c$-competitive for the OLBCP$_{B,q}$ with $c = \min\{2q-1, B\}$.

*Proof.* Omitted in this abstract.

The competitive ratio proved in the previous theorem is tight as the following example shows. Let $B \geq 2q - 1$. First we give $(q-1)B$ items, after which by definition onebin has only empty bins. The items have $q$ different colors, every color but one occurs $B-1$ times, one color occurs only $q-1$ times. The adversary assigns all items of the same color to the same bin, using one color per bin. After this, $q$ items with all the different colors used before are requested. The adversary can now close $q-1$ bins, still using only one color per bin. onebin ends up with $q$ different colors in its bin. Then $q-1$ items with new (previously unused) colors are given. The adversary can assign every item to an empty bin, thus still having only one different color per bin, while onebin puts these items in the bin where already $q$ different colors where present.
5 A General Lower Bound for Deterministic Algorithms

In this section we prove a general lower bound on the competitive ratio of any deterministic online algorithm for the \textsc{OlBcp}. We establish a lemma which immediately leads to the desired lower bound but which is even more powerful. In particular, this lemma will allow us to derive essentially the same lower bound for randomized algorithms in Section 6.

In the sequel we will have to refer to the “state” of (the bins managed by) an algorithm \textsc{Alg} after processing a prefix of a request sequence $\sigma$. To this end we introduce the notion of a $C$-configuration.

Definition 5.1 ($C$-configuration). Let $C$ a set of colors. A $C$-configuration is a packing of items with colors from $C$ into at most $q$ bins. More formally, a $C$-configuration can be defined as a mapping $K : \{1,\ldots,q\} \rightarrow S_{\leq B}$, where

$$S_{\leq B} := \{ S : S \text{ is a multiset over } C \text{ containing at most } B \text{ elements from } S \}$$

with the interpretation that $K(j)$ is the multiset of colors contained in bin $j$. We omit the reference to the set $C$ if it is clear from the context.

Lemma 5.2. Let $B, q, s \in \mathbb{N}$ such that $s \geq 1$ and the inequality $B/q \geq s - 1$ holds. There exists a finite set $C$ of colors and a constant $L \in \mathbb{N}$ with the following property. For any deterministic algorithm \textsc{Alg} and any $C$-configuration $K$ there exists an input sequence $\sigma_{\textsc{Alg},K}$ of \textsc{OlBcp}, such that

(i) The sequence $\sigma_{\textsc{Alg},K}$ uses only colors from $C$ and $|\sigma_{\textsc{Alg},K}| \leq L$, that is, $\sigma_{\textsc{Alg},K}$ consists of at most $L$ requests.

(ii) If \textsc{Alg} starts with initial $C$-configuration $K$ then $\textsc{Alg}(\sigma_{\textsc{Alg},K}) \geq (s - 1)q$.

(iii) If \textsc{Opt} starts with the empty configuration (i.e., all bins are empty), then $\textsc{Opt}(\sigma_{\textsc{Alg},K}) \leq s$. Additionally, \textsc{Opt} can process the sequence in such a way that at the end again the empty configuration is attained.

Moreover, all of the above statements remain true even in the case that the online algorithm is allowed to use $q' \geq q$ bins instead of $q$ (while the offline adversary still only uses $q$ bins). In this case, the constants $|C|$ and $K$ depend only on $q'$ but not on the particular algorithm \textsc{Alg}.

Proof. Let $C = \{c_1, \ldots, c_{(s-1)q^2q'}\}$ be a set of $(s-1)q^2q'$ colors and \textsc{Alg} be any deterministic online algorithm which starts with some initial $C$-configuration $K$.

The construction of the request sequence $\sigma_{\textsc{Alg},K}$ works in phases, where at the beginning of each phase the offline adversary has all bins empty. During the run of the request sequence, a subset of the currently open bins of \textsc{Alg} will be marked. We will denote by $P_k$ the subset of marked bins at the beginning of Phase $k$. $P_1 = \emptyset$ and during some Phase $M$, one bin in $P_M$ will contain at least $(s - 1)q$ colors. In order to assure that this goal can in principle be achieved, we keep the invariant that each bin $b \in P_k$ has the property that the number of
different colors in b plus the free space in b is at least \((s - 1)q\). In other words, each bin \(b \in P_k\) could potentially still be forced to contain at least \((s - 1)q\) different colors. For technical reasons, \(P_k\) is only a subset of the bins with this property.

For bin \(j\) of ALG we denote by \(n(j)\) the number of different colors currently in bin \(j\) and by \(f(j)\) the space left in bin \(j\). Then every bin \(j \in P_k\) satisfies \(n(j) + f(j) \geq (s - 1)\). By \(\min P_k := \min_{j \in P_k} n(j)\) we denote the minimum number of colors in a bin from \(P_k\).

We now describe Phase \(k\) with \(1 \leq k \leq q(s - 1)q'\). The adversary selects a set of \((s - 1)q\) new colors \(C_k = \{c_1, \ldots, c_{(s-1)q}\}\) from \(C\) not used in any phase before and starts to present one item of each color in the order

\[
c_1, c_2, \ldots, c_{(s-1)q}, c_1, c_2, \ldots, c_{(s-1)q}, c_1, c_2, \ldots
\]

(1)

until one of the following cases appears:

**Case 1** ALG puts an item into a bin \(p \in P_k\). In this case we let \(Q := P_k \setminus \{j \in P_k : n(j) < n(p)\}\), that is, we remove all bins from \(P_k\) which have less than \(n(p)\) colors. Notice that \(\min_{j \in Q} n(j) > \min P_k\), since the number of different colors in bin \(p\) increases.

**Case 2** ALG puts an item into some bin \(j \notin P_k\) which satisfies

\[
n(j) + f(j) \geq (s - 1)q.
\]

(2)

In this case we set \(Q := P_k \cup \{j\}\) (we tentatively add bin \(j\) to the set \(P_k\)).

Notice that after a finite number of requests one of these two cases must occur: Let \(b_1, \ldots, b_t\) be the set of currently open bins of ALG. If ALG never puts an item into a bin from \(P_k\) then at some point all bins of \(\{b_1, \ldots, b_t\} \setminus P_k\) are filled and a new bin, say bin \(j\), must be opened by ALG by putting the new item into bin \(j\). But at this moment bin \(j\) satisfies satisfies \(n(j) = 1\), \(f(j) = B - 1\) and hence \(n(j) + f(j) = B \geq (s - 1)q\) which gives \(\geq 1\).

Since the adversary started the phase with all bins empty and during the current phase we have given no more than \((s - 1)q\) colors, the adversary can assign the items to bins such that no bin contains more than \(s - 1\) different colors (we will describe below how this is done precisely). Notice that due to our stopping criterions from above (case 1 and case 2) it might be the case that in fact so far we have presented less than \((s - 1)q\) colors.

In the sequel we imagine that each currently open bin of the adversary has an index \(x\), where \(1 \leq x \leq q\). Let \(\beta: C_k \to \{1, \ldots, q\}\) be any mapping of the colors from \(C_k\) to the offline bin index such that \(|\beta^{-1}(\{x\})| \leq s - 1\) for \(j = 1, \ldots, q\). We imagine color \(c_r\) to “belong” to the bin with index \(\beta(c_r)\) even if no item of this color has been presented (yet). For those items presented already in Phase \(k\), each item with color \(c_r\) goes into the currently open bin with index \(\beta(c_r)\). If there is no open bin with index \(\beta(c_r)\) when the item arrives a new bin with index \(\beta(c_r)\) is opened by the adversary to accommodate the item.

Our goal now is to clear all open offline bins so that we can start a new phase. During our clearing loop the offline bin with index \(x\) might be closed and replaced
by an empty bin multiple times. Each time a bin with index \( x \) is replaced by an empty bin, the new bin will also have index \( x \). The bin with index \( x \) receives a color not in \( \beta^{-1}(\{x\}) \) at most once, ensuring that the optimum offline cost still remains bounded from above by \( s \). The clearing loop works as follows:

1. (Start of clearing loop iteration) Choose a color \( c^* \in C_k \) which is not contained in any bin from \( Q \). If there is no such color, goto the “good end” of the clearing loop (Step 4).

2. Let \( F \leq qB \) denote the current total empty space in the open offline bins. Present items of color \( c^* \) until one of the following things happens:

   **Case (a):** At some point in time \( \text{ALG} \) puts the \( \ell \)th item with color \( c^* \) into a bin \( j \in Q \) where \( 1 \leq \ell < F \). Notice that the number of different colors in \( j \) increases. Let \( Q' := Q \setminus \{b \in Q : n(b) < n(j)\} \), in other words, we remove all bins \( b \) from \( Q \) which currently have less than \( n(j) \) colors. This guarantees that \( \min_{b \in Q'} n(b) > \min_{b \in Q} n(b) \geq \min P_k \). The adversary puts all \( t \) items of color \( c^* \) into bins with index \( \beta(c^*) \). Notice that during this process the open bin with index \( \beta(c^*) \) might be filled up and replaced by a new empty bin with the same index.

   Set \( Q := Q' \) and go to the start of the next clearing loop iteration (Step 1). Notice that the number of colors from \( C_k \) which are contained in \( Q \) decreases by one, but \( \min_{b \in Q} n(b) \) increases.

   **Case (b):** \( F \) items of color \( c^* \) have been presented, but \( \text{ALG} \) has not put any of these items into a bin from \( Q \).

   In this case, the offline adversary processes these items differently from case (a): The \( F \) items of color \( c^* \) are used to fill up the exactly \( F \) empty places in all currently open offline bins. Since up to this point, each offline bin with index \( x \) had received colors only from the \( s - 1 \) element set \( \beta^{-1}(\{x\}) \), it follows that no offline bin has contained more than \( s \) different colors. We close the clearing loop by proceeding as specified in the next step.

3. (Standard end of clearing loop iteration)

   In case we have reached this step, we are in the situation that all offline bins have been cleared (we can originate only from case (b) above). We set \( P_{k+1} := Q \) and end the clearing loop and the current Phase \( k \).

4. (Good end of clearing loop iteration)

   We have reached the point that all colors from \( C_k \) are contained in a bin from \( Q \). Before the first iteration, exactly one color from \( C_k \) was contained in \( Q \). The number of colors from \( C_k \) which are contained in bins from \( Q \) can only increase by one (which is in case (a) above) if \( \min_{b \in Q} n(b) \) increases. Hence, if all colors from \( C_k \) are contained in bins from \( Q \), \( \min_{b \in Q} n(v) \) must have increased \((s - 1)q - 1 \) times, which implies \( \min_{b \in Q} n(b) = (s - 1)q \). In other words, one of \( \text{ALG} \)’s bins in \( Q \) contains at least \((s - 1)q \) different colors. The only thing left to do is append a suitable suffix to our sequence constructed so far such that all open offline bins are closed. Clearly this can be done without increasing the offline-cost.

   In case the clearing loop finished with a “good end” we have achieved our goal of constructing a sufficiently bad sequence for \( \text{ALG} \). What happens if the clearing loop finishes with a “standard end”?
Claim. If Phase $k$ completes with a “standard end”, then $\min P_{k+1} > \min P_k$ or $|P_{k+1}| > |P_k|$.

Before we prove the above claim, let us show how this claim implies the result of the lemma. Since the case $|P_{k+1}| > |P_k|$ can happen at most $q$ times, it follows that after at most $q'$ phases $\min P_k$ must increase. On the other hand, since $\min P_k$ never decreases by our construction and the offline costs remain bounded from above by $s$, after at most $q(s-1)q'$ phases we must be in the situation that $\min P_k \geq (s-1)q$, which implies a “good end”. Since in each phase at most $(s-1)q$ new colors are used, it follows that our initial set $C$ of $s-1q2q$ colors suffices to construct the sequence $\sigma_{\text{ALG},K}$. Clearly, the length of $\sigma_{\text{ALG},K}$ can be bounded by a constant $L$ independent of $\text{ALG}$ and $K$.

Proof (of Claim). Suppose that the sequence $\square$ at the beginning of the phase was ended because case 1 occurred, i.e., ALG put one of the new items into a bin from $P_k$. In this case $\min_{b \in Q} n(b) > \min P_k$. Since during the clearing loop $\min_{i \in Q} n(i)$ can never decrease and $P_{k+1}$ is initialized with the result of $Q$ at the “standard end” of the clearing loop, the claim follows.

The remaining case is that the sequence $\square$ was ended because of a case 2-situation. Then $|Q| = |P_k \cup \{j\}|$ for some $j \notin P_k$ and hence $|Q| > |P_k|$. During the clearing loop $Q$ can only decrease in size if $\min_{i \in Q} n(i)$ increases. It follows that either $|P_{k+1}| = |P_k|+1$ or $\min P_{k+1} > \min P_k$ which is what we claimed. \hfill \qed

This completes the proof of the lemma. \hfill \qed

As an immediate consequence of Lemma 5.2 we obtain the following lower bound result for the competitive ratio of any deterministic algorithm:

Theorem 5.3. Let $B, q, s \in \mathbb{N}$ such that $s \geq 1$ and the inequality $B/q \geq s-1$ holds. No deterministic algorithm for $\text{OLBCP}_{B,q}$ can achieve a competitive ratio less than $(s-1)/s \cdot q$. Hence, the competitive ratio of any deterministic algorithm for fixed $B$ and $q$ is at least $\left(1 - \frac{q}{B+q}\right) q$. In particular, for the general case with no restrictions on the relation of the capacity $B$ to the number of bins $q$, there can be no deterministic algorithm for $\text{OLBCP}_{B,q}$ that achieves a competitive ratio less than $q$. All of the above claims remain valid, even if the online algorithm is allowed to use an arbitrary number $q'$ of open bins. \hfill \qed

6 A General Lower Bound for Randomized Algorithms

In this section we show lower bounds for the competitive ratio of any randomized algorithm against an oblivious adversary for $\text{OLBCP}_{B,q}$. The basic method for deriving such a lower bound is Yao’s principle (see also [217]). Let $X$ be a probability distribution over input sequences $\Sigma = \{\sigma_x : x \in \mathcal{X}\}$. We denote the expected cost of the deterministic algorithm ALG according to the distribution $X$ on $\Sigma$ by $\mathbb{E}_X[\text{ALG}(\sigma_x)]$. Yao’s principle can now be stated as follows.
Theorem 6.1 (Yao’s principle). Let \( \{ \text{ALG}_y : y \in \mathcal{Y} \} \) denote the set of deterministic online algorithms for an online minimization problem. If \( X \) is a probability distribution over input sequences \( \{ \sigma_x : x \in \mathcal{X} \} \) such that

\[
\inf_{y \in \mathcal{Y}} \mathbb{E}_X [\text{ALG}_y(\sigma_x)] \geq \bar{c} \mathbb{E}_X [\text{OPT}(\sigma_x)].
\]

for some real number \( \bar{c} \geq 1 \), then \( \bar{c} \) is a lower bound on the competitive ratio of any randomized algorithm against an oblivious adversary. \( \square \)

Theorem 6.2. Let \( B, q, s \in \mathbb{N} \) such that \( s \geq 1 \) and the inequality \( B/q \geq s - 1 \) holds. Then no randomized algorithm for \( \text{OLBCP}_{B,q} \) can achieve a competitive ratio less than \( (s - 1)/s \cdot q \) against an oblivious adversary. In particular for fixed \( B \) and \( q \), the competitive ratio against an oblivious adversary is at least \( (1 - \frac{q}{B+q}) q \). All of the above claims remain valid, even if the online algorithm is allowed to use an arbitrary number \( q' \geq q \) of open bins.

Proof. Let \( \mathcal{A} := \{ \text{ALG}_y : y \in \mathcal{Y} \} \) the set of deterministic algorithms for \( \text{OLBCP}_{B,q} \). We will show that there is a probability distribution \( X \) over a certain set of request sequences \( \{ \sigma_x : x \in \mathcal{X} \} \) such that for any \( \text{ALG}_y \in \mathcal{A} \) we have \( \mathbb{E}_X [\text{ALG}_y(\sigma_x)] \geq (s - 1)q \), and, moreover, \( \mathbb{E}_X [\text{OPT}(\sigma_x)] \leq s \). The claim of the theorem then follows by Yao’s principle.

Let us recall the essence of Lemma 5.2. The lemma establishes the existence of a finite color set \( \mathcal{C} \) and a constant \( L \) such that for a fixed configuration \( K \) any deterministic algorithm can be “fooled” by one of at most \( |\mathcal{C}|^L \) sequences. Since there are no more than \( |\mathcal{C}|^{|\mathcal{B}|} \) configurations, a fixed finite set of at most \( N := |\mathcal{C}|^{L+|\mathcal{B}|} \) sequences \( \Sigma = \{ \sigma_1, \ldots, \sigma_N \} \) suffices to “foo” any deterministic algorithm provided the initial configuration is known.

Let \( X \) be a probability distribution over the set of finite request sequences \( \{ \sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_k} : k \in \mathbb{N}, 1 \leq i_j \leq N \} \) such that \( \sigma_{i_j} \) is chosen from \( \Sigma \) uniformly and independently of all previous subsequences \( \sigma_{i_1}, \ldots, \sigma_{i_{j-1}} \). We call subsequence \( \sigma_{i_k} \) the \( k \)th phase. Let \( \text{ALG}_y \in \mathcal{A} \) be arbitrary. Define \( \epsilon_k \) by

\[
\epsilon_k := \Pr_X [\text{ALG}_y \text{ has one bin with at least } (s - 1)q \text{ colors during Phase } k].
\]

(4)

The probability that \( \text{ALG}_y \) has one bin with at least \( (s - 1)q \) colors on any given phase is at least \( 1/N \), whence \( \epsilon_k \geq 1/N \) for all \( k \). Let

\[
p_k := \Pr_X [\text{ALG}_y(\sigma_{i_1} \ldots \sigma_{i_{k-1}} \sigma_{i_k}) \geq (s - 1)q].
\]

(5)

Then the probabilities \( p_k \) satisfy the recursion: \( p_0 = 0 \) and \( p_k = p_{k-1} + (1 - p_{k-1})\epsilon_k \). The first term in the latter equation corresponds to the probability that \( \text{ALG}_y \) has already cost at least \( (s-1)q \) after Phase \( k-1 \), the second term accounts for the probability that this is not the case but cost at least \( (s-1)q \) is achieved in Phase \( k \). By construction of \( X \), these events are independent. Since \( \epsilon_k \geq 1/N \) we get that \( p_k \geq p_{k-1} + (1 - p_{k-1})/N \). It is easy to see that any sequence of real numbers \( p_k \in [0,1] \) with this property must converge to 1. Hence, also the expected cost \( \mathbb{E}_X [\text{ALG}_y(\sigma_x)] \) converges to \( (s-1)q \). On the other hand, the offline costs remain bounded by \( s \) by the choice of the \( \sigma_{i_j} \) according to Lemma 5.2. \( \square \)
7 Conclusions

We have studied the online bin coloring problem OLBCP, which was motivated by applications in a robotized assembly environment. The investigation of the problem from a competitive analysis point of view revealed a number of odds. A natural greedy-type strategy (GREEDYFIT) achieves a competitive ratio strictly worse than arguably the most stupid algorithm (ONEBIN). Moreover, no algorithm can be substantially better than the trivial strategy (ONEBIN). Even more surprising, neither randomization nor “resource augmentation” helps to overcome the $\Omega(q)$ lower bound on the competitive ratio (see [9,8] for successful applications to scheduling problems) can help to overcome the $\Omega(q)$ lower bound on the competitive ratio. Intuitively, the strategy GREEDYFIT should perform well “on average” (which we could sort of confirm by preliminary experiments with random data).

An open problem remains the existence of a deterministic (or randomized) algorithm which achieves a competitive ratio of $q$ (matching the lower bound of Theorems 5.3 and 6.2). However, the most challenging issue raised by our work seems to be an investigation of OLBCP from an average-case analysis point of view.
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Abstract. The first general decomposition theorem for the $k$-server problem is presented. Whereas all previous theorems are for the case of a finite metric with $k + 1$ points, the theorem given here allows an arbitrary number of points in the underlying metric space. This theorem implies $O(\text{polylog}(k))$-competitive randomized algorithms for certain metric spaces consisting of a polylogarithmic number of widely separated sub-spaces, and takes a first step towards a general $O(\text{polylog}(k))$-competitive algorithm. The only other cases for which polylogarithmic competitive randomized algorithms are known are the uniform metric space, and the weighted cache metric space with two weights.

1 Introduction

The $k$-server problem is one of the most intriguing problems in the area of online algorithms [10,18]. Furthermore, it has as special cases several important and practical problems. The most prominent of these is weighted caching, which has applications in the management of web browser caches. We investigate the randomized variant of this problem, for which very few results are known. Our main result is a theorem which allows us to construct $O(\text{polylog}(k))$-competitive randomized algorithms for a broad class of metric spaces and provides a first step towards a general solution.

Central to the $k$-server problem is the $k$-server conjecture, which proposes that there is a deterministic $k$-server algorithm which is $k$-competitive for all metrics. Although it has received less attention, the randomized $k$-server conjecture is just as intriguing. This conjecture puts forward that there is a $O(\log k)$-competitive randomized $k$-server algorithm for all metrics.

There has been much work on the $k$-server conjecture since it was proposed by Manasse, McGeoch and Sleator [24]. It is easy to show a lower bound of $k$ [24]. The best upper bound result for an arbitrary metric space is $2k - 1$, due to Koutsoupias and Papadimitriou [22]. In addition, $k$-competitive algorithms

* This research was partially supported by an LSU Council on Research summer stipend and by the Research Competitiveness Subprogram of the Louisiana Board of Regents.
have been exhibited for a number of special cases [27, 12, 13, 6, 23]. We refer the reader to Chapter 4 of [18] for a more comprehensive treatment of the status of the deterministic conjecture.

The situation for randomized algorithms is less satisfactory. Only a small number of algorithms are known for specific metrics. These are as follows: For the uniform metric space, matching upper and lower bounds of \( H_k = 1 + \frac{1}{2} + \cdots + \frac{1}{k} \) are known. The lower bound is due to Fiat et al. [16], while the upper bound is presented by McGeoch and Sleator [25]. A \( O(\log k) \)-competitive algorithm for the weighted cache problem with 2 weights has recently been exhibited by Irani [19]. For the case of 2 servers on the isosceles triangle, Karlin, Manasse, McGeoch and Owicki [20] show matching upper and lower bounds of \( \frac{e}{e-1} \). For the case of 2 servers on the real line, a \( \frac{155}{158} < 1.98717 \)-competitive algorithm has been developed by Bartal, Chrobak and Larmore [5]. Finally, the case where we have a finite metric with \( k + 1 \) points is closely related to the metrical task system (MTS) problem [11, 3, 17]. The results on that problem imply that there is an \( O(\text{polylog}(k)) \)-competitive algorithm for every finite space with \( k + 1 \) points. In summary, the only two metrics for which a polylogarithmic competitive algorithm exists for general \( k \) are the uniform metric [16] and the 2-weighted cache metric [19]. In particular, we are lacking a good randomized algorithm for the general weighted cache problem.

The status of randomized lower bounds is also displeasing. Kaloff, Rabani and Ravid [21] showed the first lower bound, namely \( \Omega(\min\{\log k, \log \log n\}) \), where \( n \) is the number of points in the metric space. Karloff, Rabani and Saks [9] improved this by showing a lower bound of \( \Omega(\sqrt{\log k/\log \log k}) \) for all spaces. This has recently been further improved to \( \Omega(\log k/\log^3 \log k) \) by Bartal, Bollobás and Mendel [4]. For \( k = 2 \), a lower bound of \( 1 + 1/\sqrt{e} > 1.60653 \) is presented by Chrobak, Larmore, Lund and Reingold [15]. As mentioned before, a lower bound of \( H_k \) holds for the uniform space [16]. As pointed out by Seiden [26], the work of Blum et al. implies a lower bound of \( \log_2(k+1) \) for a certain family of metric spaces. Note that whereas in the deterministic setting we conjecture that \( k \) is the correct bound for all spaces, the preceding discussion implies that in the randomized setting the competitive ratio depends on the underlying space.

Our main theorem gives an \( O(\text{polylog}(k)) \)-competitive algorithm for metric spaces which can be decomposed into a small number of widely separated subspaces. The theorem may be applied recursively. As we shall argue in the next section, we feel that this is the first step towards a resolution of the randomized conjecture. Another important contribution of this work is in illustrating the usefulness of unfair metrical task systems (UMTS) [26, 3, 17] as a general algorithmic design tool. Unfair metrical task systems allow us to design “divide and conquer” online algorithms. As far as we know, this work is the first application of the UMTS technique outside of the metrical task system problem.

2 A Line of Attack on the \( k \)-Server Conjecture

As we have already mentioned, the \( k \)-server problem and metrical task system problem are in certain special cases equivalent in terms of competitive ratio.
An important contribution of this paper is in revealing a new and important connection between these problems. While it has long been known that the finite $k$-server problem can in general be modeled as an MTS, the unsatisfying result is a polylog($\binom{n}{k}$)-competitive algorithm, where $n$ is the number of points in the metric space. Our main contribution is in recognizing that if we instead model only the most important components of the $k$-server problem using an unfair MTS, we get a much better result.

Blum, Burch and Kalai [8] argue that the line of attack which leads to randomized $O(\text{polylog}(n))$-competitive algorithms for the MTS problem is a logical one to use for the $k$-server problem. We also feel that this strategy is likely to be fruitful, and the result provided here brings us one step closer to realizing it.

There are two components to the MTS line of attack:

- The metric space approximation technique developed by Bartal [1,2]. This technique allows one to approximate any metric space using a specific type of space called an $h$-hierarchical well-separated tree ($h$-HST). An $h$-HST is a metric space with diameter $\Delta$, which recursively consists of $k$-HST subspaces of diameter at most $\Delta/h$. The distance between any two points in separate subspaces is $\Delta$. Specifically, Bartal gives a method of finding a probability distribution over $h$-HST’s such that the expected distance in the HST is with a factor of $O(h \log n \log \log n)$ of the distance in the original space.

- Randomized algorithms for HST metric spaces [3,17]. The key subroutines in these algorithms are algorithms for spaces which consist of two or more widely separated subspaces. Decomposition theorems, providing upper and lower bounds for the MTS problem on such spaces are presented Blum et al. [9] and Seiden [26].

The first component carries over directly to the $k$-server problem. However, because distances are distorted by a factor polylogarithmic in the number of points in the space, it can (currently) only yield polylogarithmic competitive algorithms for spaces with a polynomial number of points.

Except in the case of $k + 1$ points, MTS algorithms for HST spaces cannot be adapted to the $k$-server problem—it would seem that a new approach is needed. Along these lines, Blum, Burch and Kalai [8] have given a first step towards a decomposition theorem for the $k$-server problem. However, their result is incomplete, in that no way of modeling the distribution of servers in the subspaces is proposed. In this paper, we correct this problem, and give the first working decomposition result for the $k$-server problem where the number of points in the underlying metric space is unrestricted.

Our approach is to carefully model the $k$-server problem using an UMTS, and show that the costs in the model differ insignificantly from the actual costs. Unfortunately, while the basic idea is not too hard, there are many messy technical details to be resolved.
3 Preliminaries

For a general introduction to competitive analysis we refer the reader to \[10\]. We define $\text{cost}_A(\sigma, C)$ be the cost incurred by $A$ on request sequence $\sigma$ starting at initial configuration $C$. Let $\text{cost}(\sigma, C)$ be the cost incurred by the optimal offline algorithm on request sequence $\sigma$ starting at initial configuration $C$. We need the following terminology, which is akin to the definition of constrainedness introduced by Fiat and Mendel \[17\]. Randomized online algorithm $A$ is said to be $c$-competitive and $f$-inhibited if

$$E[\text{cost}_A(\sigma, C)] \leq c \text{cost}(\sigma, C) + f,$$

for all $\sigma$ and $C$. Since this is a worst case measure, for the purposes of analysis, we assume that the input sequence is generated by a malicious adversary, who forces the algorithm to perform as badly as possible. Where the expectation is taken over the random choices of the algorithm. There are several types of adversaries in the randomized scenario; we use exclusively the oblivious adversary \[7\].

Let $(P,d_P)$ be a metric space. We define the diameter of a non-empty set of points $X \subseteq P$ to be $\Delta(X) = \sup_{x,y \in X} d_P(x,y)$. For each positive integer $i$ and $X,Y \subseteq P^i$ we define the distance between $X$ and $Y$ to be

$$d_P(X,Y) = \min_{Z \in \mu(X,Y)} \sum_{(x,y) \in Z} d_P(x,y),$$

where $\mu(X,Y)$ is the set of all maximal matchings on the complete bipartite graph induced on $X$ and $Y$.

Let $U = \{U_1, \ldots, U_t\}$ be a partition of $P$. Define $\nabla = \max_{U \in \mathcal{U}} \Delta(U)$ and

$$\theta(U,V) = \inf_{u \in U} \inf_{v \in V} \frac{d_P(u,v)}{\nabla}.$$ 

We are interested in metrics where

$$\theta = \min_{U,V \in \mathcal{U}, U \neq V} \theta(U,V)$$

is large. I.e. the subspaces are widely separated and have small diameter relative to the distances between them. We call such a space $\theta$-decomposable. We give an example of a space decomposable into three sub-spaces in Figure 4.

Note that any $h$-HST is recursively $h$-decomposable; a $k$-HST is just a special type of decomposable space.

In the $k$-server problem, we have $k$ mobile servers, each of which is located at some point in a metric space $(P,d_P)$. We are given $C_0 \in P^k$, the initial configuration of our servers. We are then confronted with $\sigma = p_1, p_2, \ldots, p_n$, a sequence of request points in $P$. Each request point must be served, by moving some server to it (if one is not already there). Formally, a configuration is a member of $P^k$. A service is a sequence of configurations $\pi = C_1, \ldots, C_n$ where $p_i \in C_i$ for $1 \leq i \leq n$. The cost of the service $\pi$ is

$$\text{cost}(\pi, C_0) = \sum_{i=1}^{n} d_P(C_{i-1}, C_i).$$
Our goal is to produce a service with low cost. An algorithm is *online* if, in the service it produces, $C_i$ is a function of only $p_1, \ldots, p_i$. Since it is not in general possible to produce the optimal service online, we consider approximation algorithms.

Let $(P, d_P)$ be a metric space with $P$ finite. Let $n = |P|$. In the *metrical task system (MTS) problem on $(P, d_P)$*, there is a single mobile server. We refer to the points of an MTS as states. We are given an *initial state* $s_0$, and a sequence of *tasks*, $\sigma = T_1, \ldots, T_N$. Each task is a function $T_i : P \rightarrow \mathbb{R}_{\geq 0} \cup \{\infty\}$. For $s \in P$, $T_i(s)$ is the *local cost* for serving task $i$ in state $s$. The goal is to minimize the sum of the local costs and distances moved by the server.

Formally, an (MTS) *service* is a sequence $\varpi = s_0, s_1, \ldots, s_N$ of states. The cost of the service $\varpi$ is

$$
\text{cost}(\varpi, s_0) = \sum_{i=1}^{n} d_P(s_{i-1}, s_i) + T_i(s_i). \tag{1}
$$

An algorithm is *online* if $s_i$ is a function of only $T_1, \ldots, T_i$.

With respect to competitive analysis, it is also possible to consider the *unfair* metrical task system problem on $P$. In this case, we are given real numbers $\alpha \geq 1$ and $\beta \geq 1$. The adversary pays $\square$ for its service, whereas the online algorithm pays

$$
\text{cost}^*(\varpi, s_0) = \sum_{i=1}^{n} \beta d_P(s_{i-1}, s_i) + \alpha T_i(s_i).
$$
A more general definition is possible, for instance, $\alpha$ might be a function of $s_i$. However, this simple definition shall suffice for our purposes.

The following result proves to be extremely useful:

**Theorem 1.** There exists an $\alpha + O(\beta \log^2 n \log^2 \log n)$-competitive randomized algorithm for the UMTS problem on any metric space of $n$ points.

This follows almost directly from \cite{17}. For certain specific metrics, the upper bound in the preceding theorem can be improved.

### 4 A $k$-Server Algorithm for Decomposable Spaces

We now develop an algorithm for any metric space that is $\theta$-decomposable. To begin, we study the structure of the optimal offline service within an arbitrary sub-space. We then study the “big picture,” showing how to put together optimal offline services for sub-spaces to get a complete service. This big picture problem is formulated as an UMTS. Finally, we show how to use an algorithm for UMTS to get an algorithm for the original $k$-server problem.

We use the following notation: We denote the empty sequence by $\epsilon$. For $p \in P$, define $\sigma \land p$ to be the concatenation of $\sigma$ by $p$. For $1 \leq i \leq j \leq n$, we denote $\sigma^i_j = p_i, p_{i+1}, \ldots, p_j$. For $i > j$ let $\sigma^i_j = \epsilon$.

Let $X$ be some arbitrary non-empty subset of $P$. For $p \in X$, define $X^i(p)$ to be the subset of $X$ whose members all contain $p$. We define $\sigma \cap X$ to be the maximal subsequence of $\sigma$ containing points only from $X$.

For $1 \leq i \leq k$, the $i$-server work function on $X$ is defined as follows:

$$w^C_I(\epsilon, i, X) = d_P(C, I \cap X);$$

$$w^C_I(\sigma \land p, i, X) = \begin{cases} w^C_I(\sigma, i, X), & \text{if } p \notin X; \\ \inf_{D \in X^i(p)} \{w^D_I(\sigma, i, X) + d_P(C, D)\}, & \text{if } p \in X; \end{cases}$$

$$w_I(\sigma, i, X) = \inf_{C \in X^i} w^C_I(\sigma, i, X).$$

This is a generalization of the work function introduced by Chrobak and Larmore \cite{14}. Intuitively, $w^C_I(\sigma, i, X)$ is the optimal offline cost to serve requests in $\sigma \cap X$ using $i$ servers that stay inside $X$, starting at configuration $I$ and ending at configuration $C$. We make use of the following facts, which follow directly from the definition of $w$:

**Fact 41** For any non-empty $X \subset P$; $i \geq 1$; $I, F, C, D \in X^i$ and $\sigma$ we have

$$|w^C_I(\sigma, i, X) - w^D_I(\sigma, i, X)| \leq d_P(C, D),$$

$$|w^C_F(\sigma, i, X) - w^D_F(\sigma, i, X)| \leq d_P(C, D).$$

These are known as the slope conditions \cite{14}. Intuitively, the slope conditions follow from the fact that to serve a sequence and end up in a certain configuration, one could serve the sequence ending in a different configuration and then switch configurations.
Fact 42 For any non-empty $X \subseteq P$; $i \geq 1$; $I, F \subseteq X^i$; $\sigma$ and $0 \leq j \leq n$ there exists a $C \subseteq X^i$ such that $w_F^I(\sigma, i, X) = w_C^I(\sigma_{j+1}^n, i, X) + w_C^I(\sigma_1^i, i, X)$.

In essence, this just says that there is some configuration at each step of the optimal offline service.

For $0 \leq i \leq k$, the $i$-server cost on $X$ of the request $p$ is defined to be

$$
\tau(\sigma \land p, i, X, I) = \begin{cases} 
0, & \text{if } p \not\in X; \\
\infty, & \text{if } i = 0 \text{ and } p \in X; \\
w_I(\sigma \land p, i, X) - w_I(\sigma, i, X), & \text{otherwise}.
\end{cases}
$$

The total optimal offline cost for serving $\sigma$ is $w_{C_0}(\sigma, k, P)$. However, rather than using $w_{C_0}(\sigma, k, P)$ directly, we compute a lower bound on it. Using this approach, our evaluation of the optimal offline cost is not perfect, however, the “big picture” is much more clear. This turns out to be the key to designing an algorithm with good competitive ratio.

Given these definitions, we now explain our approach to modeling the $k$-server problem using an UMTS. To begin, using $(P, d_P)$ and the partition $\mathcal{U}$, we define a new metric space $(S, d_S) = \Phi(P, d_P, \mathcal{U})$. Consider the set of all configurations of $k$-servers on $P$. We consider two configurations $C$ and $D$ to be equivalent if $|C \cap U| = |D \cap U|$ for all $U \in \mathcal{U}$. The set of states is the set of equivalence classes of configurations. The number of such classes is $s = (k+\ell)^{t-1}$. We shall also consider each state to be a function $\phi : \mathcal{U} \mapsto \mathbb{Z}_{\geq 0}$. $\phi(U)$ is the number of servers located in $U$. We index these functions using the non-negative integers and denote the set of all states as $S$. $\phi_0$ is the state containing $C_0$.

In order for $(S, d_S)$ to be well defined as a metric space, we require $\theta > 2k$. If $\phi$ and $\varphi$ are states then

$$
d_S(\phi, \varphi) = \left(1 - \frac{2k}{\theta}\right) \inf_{C \in \phi, D \in \varphi} d_P(C, D).
$$

I.e. this is $1 - 2k/\theta$ times the minimum cost for moving between a configuration in $\phi$ and one in $\varphi$.

We can compute a lower bound on the optimal offline cost to serve the $k$-server request sequence $\sigma$ as follows: If $\phi$ is a state, we fix $\zeta(\phi)$ to be some arbitrary $k$-server configuration in the equivalence class of $\phi$. When calculating the optimal offline cost for state $\phi$, we use $\zeta(\phi)$ as our starting configuration. This seems a bit crude at first, but does not affect the overall result. Define the task induced by $\sigma$ to be

$$
T(\sigma) = \langle T(\phi_0, \sigma), T(\phi_1, \sigma), \ldots, T(\phi_{s-1}, \sigma) \rangle,
$$

where

$$
T(\phi, \sigma) = \sum_{U \in \mathcal{U}} \tau(\sigma, \phi(U), U, \zeta(\phi)).
$$

The task sequence is $\rho = T(\sigma_1^1), T(\sigma_1^2), \ldots, T(\sigma_1^n)$. 
Define
\[ W^\phi_\psi(\epsilon) = d_S(\phi, \psi), \]
\[ W^\phi_\psi(\sigma \land p) = \min_{\psi \in S} \{ W^\psi_\psi(\sigma) + T(\psi, \sigma \land p) + d_S(\phi, \psi) \}, \]
\[ W_\psi(\sigma) = \min_{\phi \in S} W^\phi_\psi(\sigma). \]

Note that this is a s state metrical task system, with task sequence \( \sigma \) and initial state \( \phi_0 \). The optimal offline cost for serving the tasks induced by \( \sigma \) is \( W_{\phi_0}(\sigma) \), which is the MTS work function.

**Lemma 1.** If \( \theta > 2k \) then for all input sequences \( \sigma \), \( w_{C_0}(\sigma, k, P) \geq W_{\phi_0}(\sigma) - O(1) \).

**Proof.** Omitted due to space considerations. \( \Box \)

We have shown how to use the MTS \((S, d_S)\) to lower bound the optimal offline cost for the original k-server problem. Now we show how to design a randomized k-server algorithm for \((P, d_P)\), given that we have competitive algorithms for its sub-spaces. Specifically, we assume that we have \( \alpha \)-competitive, \( \psi j \land \nabla \)-inhibited algorithms for the \( j \)-server problems for all \( U \in \mathcal{U} \) and all \( j \leq k \). In order to combine these algorithms, we shall need to make \((S, d_S)\) into an UMTS as follows: While the optimal offline algorithm pays \( T(\phi, \sigma) \) for serving \( T(\sigma) \) in state \( \phi \) and \( d_S(\phi, \varphi) \) for moving from state \( \phi \) to state \( \varphi \), we charge the online algorithm \( \alpha T(\phi, \sigma) \) and \( \beta d_S(\phi, \varphi) \), respectively.

Our algorithm, which we call **Deco**, operates as follows: We simulate some algorithm **UNFAIR** for the UMTS problem on \((S, d_S)\). At each request we compute \( w_{\xi(\phi)}(\sigma, \phi, U) \) for all \( \phi \) and all \( U \). From these, we compute the task vector \( T(\sigma) \). We feed this vector to **UNFAIR**. Whenever **UNFAIR** changes state, we move servers between sub-spaces, maintaining the invariant that if **UNFAIR** is in state \( \phi \), then the servers are in some configuration in \( \phi \).

To further describe the algorithm, we define some notation. We break the request sequence into phases. The first phase starts at the beginning of the sequence, and ends when the state of **UNFAIR** changes. In general, the \( i \)th phase begins immediately after the end of phase \( i - 1 \), and is completed when **UNFAIR** changes state for the \( i \)th time. The last phase is terminated by the end of the sequence. We define \( \lambda_i \) to be the state during the \( i \)th phase. We can assume without loss of generality that when the state changes, exactly one server moves between sub-spaces; any multiple server configuration change can be seen as a sequence of single server moves.

At the beginning of the \( i \)th phase, we have some configuration \( I_i \) of servers. If \( i = 1 \) this is just the initial configuration, while if \( i > 1 \) this is dictated by the behavior of the algorithm at the end of phase \( i - 1 \).

During the phase, we use the algorithm \( A(U, \lambda_i(U)) \) to control the movements of servers within \( U \), for each \( U \in \mathcal{U} \). At the beginning of the phase, these algorithms are initialized, and given the starting configurations \( I_i \cap U, U \in \mathcal{U} \). During the phase, we give each request to a point in \( U \) to \( A(U, \lambda_i(U)) \). Within each \( U \in \mathcal{U} \), the servers of **Deco** mimic those of \( A(U, \lambda_i(U)) \) exactly.
At the end of the phase, a server moves between sub-spaces. We move it to an arbitrary starting point in the destination sub-space. We define $F_i$ to be the final configuration of servers, before this occurs.

**Lemma 2.** If

$$\beta \geq \frac{\theta + 2}{\theta - 2k} + \frac{k\psi + 2k}{\theta},$$

then for all $\sigma$, $E[\text{cost}_{\text{Deco}}(\sigma, C_0)] \leq E[\text{cost}_{\text{Unfair}}(\varrho, s_0)] + O(1)$.

**Proof.** Fix the set of random choices made by UNFAIR. Once this is done, the behavior of UNFAIR is deterministic. For all sets of random choices, we show that the cost incurred by UNFAIR is within an additive constant of the cost incurred by DECO. Taking expectations over all possible random choices gives the desired result.

Define $\ell_i$ be the index of the last request of the $i$th phase, and $m$ be the number of phases. Further define $f_i = \ell_{i-1} + 1$, $\ell_0 = 0$, $f_{m+1} = n$ and $\lambda_{m+1} = \lambda_m$.

Let $Z_i$ be the cost incurred by DECO during the $i$th phase. For the sake of readability, we shall drop subscripts of $i$ in the following arguments. By the definition of DECO we have

$$Z \leq d_P(F, I_{i+1}) + \sum_{U \in \mathcal{U}} \text{cost}_{\mathcal{A}(U, \lambda(U))}(\sigma^f_j \cap U, I \cap U)$$

$$\leq \frac{\theta + 2}{\theta - 2k} d_S(\lambda, \lambda_i) + k\psi \Delta + \alpha \sum_{U \in \mathcal{U}} w_I(\sigma^f_j, \lambda(U), U).$$

By Fact 42, for some configuration $D$, the cost incurred by UNFAIR during this phase is

$$\alpha \sum_{j=f}^{i} T(\lambda, \sigma^f_j) + \beta d_S(\lambda, \lambda_i)$$

$$= \alpha \sum_{U \in \mathcal{U}} \left( w_{\zeta}(\lambda)(\sigma^f_1, \lambda(U), U) - w_{\zeta}(\lambda)(\sigma^{f-1}_1, \lambda(U), U) \right) + \beta d_S(\lambda, \lambda_i)$$

$$= \alpha \sum_{U \in \mathcal{U}} \left( w_D(\sigma^f_1, \lambda(U), U) + w_D^\zeta(\lambda)(\sigma^{f-1}_1, \lambda(U), U) - w_{\zeta}(\lambda)(\sigma^{f-1}_1, \lambda(U), U) \right)$$

$$\geq \alpha \sum_{U \in \mathcal{U}} \left( w_D(\sigma^f_1, \lambda(U), U) - \lambda(U) \Delta \right) + \beta d_S(\lambda, \lambda_i)$$

$$\geq \alpha \sum_{U \in \mathcal{U}} \left( w_I(\sigma^f_1, \lambda(U), U) - 2\lambda(U) \Delta \right) + \beta d_S(\lambda, \lambda_i)$$

$$= \alpha \sum_{U \in \mathcal{U}} w_I(\sigma^f_1, \lambda(U), U) - 2k \Delta + \beta d_S(\lambda, \lambda_i).$$

The two inequality steps are by the slope conditions. If $\lambda_i \neq \lambda_{i+1}$ then this is at least $Z$. $\lambda_i = \lambda_{i+1}$ is only true in the last phase. \qed
Putting this all together, we get our main theorem:

**Theorem 2.** Let \((P,d_P)\) be a metric space and define

\[
\beta = 1 + \frac{2k + 2}{\theta - 2k} + \frac{k\psi + 2k}{\theta}, \quad s = \left(\frac{k + t - 1}{t - 1}\right).
\]

Suppose that

1. \((P,d_P)\) is \(\theta\)-decomposable into \(U_1, \ldots, U_t\) with \(\theta > 2k\);
2. we have an \(\alpha + \beta g(s)\) competitive algorithm for the UMTS problem on the metric \((S,d_S) = \Phi(P,d_P,\mathcal{U})\);
3. we have \(\alpha\)-competitive \(\psi k\sqrt{v}\) inhibited algorithms for \(U_1, \ldots, U_t\);

then \(\text{Deco}\) is \(\alpha + \beta g(s)\)-competitive for the \(k\)-server problem on \((P,d_P)\).

Using Theorem 1, we get a \(O(t \log^2(k + t) \log^2(t \log(k + t)))\)-competitive algorithm. The term \(t \log^2(k + t) \log^2(t \log(k + t))\) is polylogarithmic in \(k\) when \(t\) is polylogarithmic in \(k\). For the case of \(t = 2\), the metric \((S,d_S)\) is isomorphic to \(k + 1\) evenly spaced points on the line. By exploiting the special structure of this metric, we get an \(\alpha + O(\beta \log^2 k)\)-competitive \(k\)-server algorithm.

### 5 Application to Specific Metrics

In addition to having potential application towards the eventual solution of the randomized \(k\)-server problem, our main theorem can be applied to get randomized algorithms for a number of specific metric spaces. We give a few examples here:

Suppose we have a finite metric space which is \(\Omega(k \log k)\)-decomposable into \(O(\log k)\) uniform sub-spaces, each with diameter 1. We use the MARK algorithm within each sub-space. MARK is \(2H_k\)-competitive and \(O(k \log k)\)-inhibited. \(\beta = O(1)\) and therefore \(\text{Deco}\) is \(2H_k + O(\log^3 k \log^2 \log^2 k) = O(\text{polylog}(k))\)-competitive.

As a second example, the balanced metric space \(B(2^i, \theta)\) is defined as follows: 1) \(B(1, \theta)\) consists of a single point. 2) \(B(2^i, \theta)\) consists of two copies of \(B(2^{i-1}, \theta)\), call them \(T\) and \(U\), such that \(d(t,u) = \theta^i\), for all \(t \in T\) and \(u \in U\). \(\text{Deco}\) is \(O(\log^3 k)\)-competitive for balanced spaces for sufficiently large \(\theta\).

### 6 Conclusions

We have presented the first general decomposition theorem for the \(k\)-server problem. We feel that such theorems will inevitably be a part of the final resolution of the randomized \(k\)-server conjecture. It is our hope that the result presented here provides the impetus for further work on this fascinating problem.

Some steps in the right direction are as follows: 1) The construction of Bartal [12], allows us to \(O(h \log n \log \log n)\) approximate any metric with \(h\)-HST’s. While our decomposition theorem can be applied to give algorithms for \(h\)-HST’s, we require that \(h = \theta > 2k\). To get an algorithm for general spaces, we need a
decomposition theorem which can be applied to $h$-HST’s with $h$ polylogarithmic in $k$. 2) Another direction of progress would be to improve the dependence of the competitive ratio on the number of sub-spaces in the decomposition. Bartal’s construction gives no upper limit on the number of such sub-spaces. I.e. we might potentially have an $h$-HST which decomposes into $O(n)$ sub-spaces. Our decomposition theorem has a competitive ratio which is super-linear in the number of sub-spaces. Thus we need either to modify Bartal’s technique to guarantee a restricted number of sub-spaces at each $h$-HST level, or improve the competitive ratio guarantee of the decomposition theorem to be polylogarithmic in the number of sub-spaces. If we could overcome these two short-comings, we would have a $O(\text{polylog}(k))$-competitive $k$-server algorithm for any metric space on $n = O(\text{poly}(k))$ points.

We also feel that the result presented here is important in that it illustrates how unfair metrical task systems can be used to design randomized online algorithms. The only previous application was in the design of MTS algorithms. We believe that the UMTS technique should have much wider applicability.
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Abstract. We consider a variant of the online paging problem where the online algorithm may buy additional cache slots at a certain cost. The overall cost incurred equals the total cost for the cache plus the number of page faults. This problem and our results are a generalization of both, the classical paging problem and the ski rental problem. We derive the following three tight results: (1) For the case where the cache cost depends linearly on the cache size, we give a $\lambda$-competitive online algorithm where $\lambda \approx 3.14619$ is a solution of $\lambda = 2 + \ln \lambda$. This competitive ratio $\lambda$ is best possible. (2) For the case where the cache cost grows like a polynomial of degree $d$ in the cache size, we give an online algorithm whose competitive ratio behaves like $d/\ln d + o(d/\ln d)$. No online algorithm can reach a competitive ratio better than $d/\ln d$. (3) We exactly characterize the class of cache cost functions for which there exist online algorithms with finite competitive ratios.

1 Introduction

The classical problem. The paging problem considers a two level memory system where the first level (the cache) can hold $k$ pages, and where the second level (the slow memory) can store $n$ pages. The $n$ pages ($n \gg k$) in slow memory represent virtual memory pages. A paging algorithm is confronted with a sequence of requests to virtual memory pages. If the page requested is in the cache (a page hit), no cost is incurred; but if the page is not in the cache (a page fault), then the algorithm must bring it into the cache at unit cost. Moreover, the algorithm must decide which of the $k$ pages currently in cache to evict in order to make room for the newly requested page.

The paging problem has inspired several decades of theoretical and applied research and has now become a classical problem in computer science. This is
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due to the fact that managing a two level store of memory has long been, and continues to be, a fundamentally important problem in computing systems. The paging problem has also been one of the cornerstones in the development of the area of online algorithms. Starting with the seminal work of Sleator & Tarjan [7] which initiated the recent interest in the competitive analysis of online algorithms, the paging problem has motivated the development of many important innovations in this area.

In the offline version of the paging problem the request sequence is a priori known to the algorithm. Belady [1] gives a polynomial time optimal offline algorithm for paging. In the online version of the paging problem each request must be served without any knowledge of future requests. An online algorithm is $R$-competitive if on all possible request sequences the ratio of the algorithm’s cost to the optimal offline cost is bounded by the constant $R$. The competitive ratio of an online paging algorithm is the smallest such constant $R$. Sleator & Tarjan [7] show that for cache size $k$, the online algorithm LRU (which always evicts the least recently used page) has a competitive ratio of $k$ and that no better ratio is possible. In fact, they prove the following more general result that we will use many times in this paper.

**Proposition 1.** (Sleator & Tarjan [7])
If LRU with cache size $k$ is compared against an optimal offline algorithm with cache size $\ell$, then LRU has a competitive ratio of $k/(k - \ell + 1)$.

No better competitive ratio is possible: For every online algorithm $A$ with cache size $k$, there exist arbitrarily long request sequences $\sigma$ such that $A$ faults on every page of $\sigma$ whereas the optimal offline algorithm with cache size $\ell$ only faults on a fraction $(k - \ell + 1)/k$ of $\sigma$. \hfill $\Box$

For more information on online paging we refer the reader to the survey chapter of Irani [5] and to the book of Borodin & El Yaniv [2].

The problem considered in this paper. In all previous work on online paging a basic assumption was that the cache size $k$ is fixed a priori and cannot be changed. In this paper, we consider the situation where at any moment in time the algorithm may increase its cache size by purchasing additional cache slots. If its final cache size is $x$, then it is charged a cost $c(x)$ for it. Here $c : \mathbb{N} \rightarrow \mathbb{R}^+$ is a non-decreasing, non-negative cost function that is a priori known to the algorithm. An equivalent way of stating this problem is the following: The algorithm starts with no cache. At each request, the algorithm may increase its cache from its current size $x_1$ to a larger size $x_2$ at a cost of $c(x_2) - c(x_1)$.

We have three basic motivations for looking at this problem. First, and most importantly, the classical online analysis of paging is criticized for being overly pessimistic. For instance, LRU (and all other deterministic algorithms) cannot have a competitive ratio smaller than the size of the cache, which can be arbitrarily large. However, in practice LRU typically performs within a small constant ratio of optimal for all cache sizes. For any particular instance of our problem any algorithm will either have a constant competitive ratio or not be competitive. Second, we see this version as a first approximation to the problem of deciding...
when and how to upgrade memory systems. Though our version ignores many practical concerns, it incorporates enough to illustrate ideas like amortizing cost over time and balancing cost against performance. Third, we can model a system where a portion of memory is reserved for the use of one high priority process (or set of processes) and balance the faults incurred by this process against the decreasing system performance for all other processes.

The offline version of this problem is quite easy to solve: For a given cost function \( c(k) \) and a given request sequence \( \sigma \), there are only a polynomial number of possible optimal cache sizes (from 0 to the length of the request sequence). All of them can be checked in polynomial time by computing the cost of Belady’s algorithm \( \text{OPT} \) on the sequence \( \sigma \) with this cache size, and by adding the cache cost to the result. The best such solution yields the global optimum. Note that for many special cost functions \( c(k) \) (e.g., convex functions) there are even faster offline methods for finding the optimal cache size.

Now let us turn to the online version of this problem. If the function \( c(x) \) has the form \( c(x) = 0 \) for \( x \leq k \) and \( c(x) = \infty \) for \( x > k \), then we are back at classical paging with cache size \( k \). Moreover, our problem captures some features of classical renting-versus-buying problems (the most simple instance of which is the well known ski rental problem (see Karlin, Manasse, McGeoch & Owicki \[6\])). Imreh & Noga \[4\] analyze machine scheduling problems where the online algorithm may adjust its resources at an additional cost.

**Notation.** For a fixed algorithm \( A \) and a given request sequence \( \sigma \), we denote by \( \text{fault}_A(\sigma) \) the number of page faults that \( A \) incurs on \( \sigma \), and we denote by \( \text{cache}_A(\sigma) \) the cost \( c(x) \) where \( x \) is the final cache size of \( A \) on \( \sigma \). Moreover, we define \( \text{cost}_A(\sigma) = \text{fault}_A(\sigma) + \text{cache}_A(\sigma) \). An online algorithm \( A \) is called \( R \)-competitive if there is a fixed constant \( b \) such that for all request sequences \( \sigma \) we have

\[
\text{cost}_A(\sigma) \leq R \cdot \text{cost}_{\text{OPT}}(\sigma) + b.
\]

The smallest \( R \) for which an online algorithm is \( R \)-competitive is its competitive ratio. The optimal offline algorithm will be denoted by \( \text{OPT} \).

**Organization of the paper.** In Section \[2\] we summarize and explain our three main results. The proof of the result on linear cost functions can be found in Sections \[3\] (proof of the positive result) and \[4\] (proof of the negative result), respectively. The results on polynomial cost functions are proved in Section \[5\]. The characterization of cost functions that allow finite competitive online algorithms is proved in Section \[6\]. Finally, we end with a short conclusion in Section \[7\].

## 2 Our Results

We start by discussing several ‘natural’ cost functions \( c(x) \). In the simplest case the cost of the cache is proportional to its size and each cache slot costs much more than a single page fault.
Theorem 1. Assume that the cache cost is $c(x) = \alpha x$ where $\alpha$ is some positive real. Let $\lambda \approx 3.14619$ be the largest real solution of

$$\lambda = 2 + \ln \lambda.$$  \hfill (2)

Then there exists an online algorithm for the cache purchase problem with competitive ratio $\lambda$. For any $r < \lambda$ there exists an $\alpha$ such that no online algorithm can be $r$-competitive.

The equation (2) has two real solutions, where the smaller one is approximately 0.15859 and where the larger one is $\lambda \approx 3.14619$. For users of MAPLE we remark that $\lambda = -W(-e^{-2})$ where $W(\cdot)$ is the well known Lambert W function [3].

We also note that in the (easier, but somewhat unreasonable) case where cache slots are not much more expensive than a single fault (i.e., where $\alpha$ is close to 1), an online algorithm can be $(1 + \alpha)$-competitive by simply purchasing a cache location for each new item requested and never evicting any item. Besides linear cost functions, another fairly natural special case considers polynomial cost functions.

Theorem 2. Assume that the cache cost is $c(x) = x^d$ with $d \geq 2$. Then there exists an online algorithm for the cache purchase problem whose competitive ratio grows like $d/\ln d + o(d/\ln d)$. Moreover, no online algorithm can reach a competitive ratio that is better than $d/\ln d$.

Finally, we will exactly characterize the class of cost functions $c$ for which there exist online algorithms with finite competitive ratios.

Theorem 3. There exists an online algorithm with finite competitive ratio for online paging with cache purchasing cost $c(x)$ if and only if

$$\exists q > 1 \exists p > 0 \exists s \geq 0 \exists X > 0 \forall x \geq X : c(qx) \leq p \cdot c(x) + s.$$  \hfill (3)

One way to interpret the condition described above is that the cost function $c(x)$ must be polynomially bounded.

3 The Positive Result for Linear Cost Functions

In this section we prove the positive result claimed in Theorem 1 for linear cost functions of the form $c(x) = \alpha x$ with $\alpha > 0$. We consider the online algorithm BETA that uses LRU as its paging strategy, and that increases its cache size to $\ell$ as soon as fault$_{BETA} \geq \alpha\beta(\ell - 1)$ holds. Here the critical parameter $\beta$ equals $1/\ln \lambda$ where $\lambda$ was defined in equation (2). Then $\beta \approx 0.872455$, and it can be checked that $\beta$ is the unique positive root of $2 + 1/\beta = e^{1/\beta}$.

Lemma 1. If $\lambda$ is defined as in (2) and $\beta = 1/\ln \lambda$, then any real $y \geq 0$ satisfies the inequality

$$(\beta + 1)y \leq \lambda(1 + \beta y - \beta - \beta \ln y).$$
Proof. First note that by the definition of \( \beta \) we have \( \ln(\frac{\beta\lambda}{\beta\lambda - \beta - 1}) = 1/\beta \). Next we will apply the well known inequality \( z + 1 \leq e^z \) for real numbers \( z \). Setting \( z = y \cdot \frac{\beta\lambda - \beta - 1}{\beta\lambda} - 1 \) in this inequality, taking logarithms, and applying some algebra yields

\[
\ln y \leq \ln \left( \frac{\beta\lambda}{\beta\lambda - \beta - 1} \right) + y \cdot \frac{\beta\lambda - \beta - 1}{\beta\lambda} - 1 = \frac{1}{\beta} + y \cdot \frac{\beta\lambda - \beta - 1}{\beta\lambda} - 1.
\]

It is easily verified that this inequality leads to the claimed inequality. \( \square \)

Now consider an arbitrary request sequence \( \sigma \). Let \( k \) denote the final cache size of \( BETA \) when fed with \( \sigma \), and let \( \ell \) denote the optimal offline cache size for \( \sigma \). We denote by \( f_i \) the total number of page faults that \( BETA \) incurs up to the moment when it purchases the \( i \)th cache slot. Then between buying the \( (i+1) \)th and the \( i \)th slot, \( BETA \) has \( f_{i+1} - f_i = \alpha \beta \) faults.

**Lemma 2.** For a sequence \( \sigma \) on which \( BETA \) purchases a cache of size \( k \) and \( OPT \) uses a cache of size \( \ell \)

\[
\text{fault}_{OPT}(\sigma) \geq \sum_{i=\ell}^{k-1} (f_{i+1} - f_i)(i - \ell + 1)\frac{1}{i}.
\]

*Proof.* If \( \ell \geq k \) then the lemma is trivial.

For \( \ell < k \), we prove the lemma by modifying the standard technique of dividing the request sequence into phases. The first phase will begin with the first request. If at some point \( i \) is the current size of \( BETA \)'s cache, \( i \) distinct items have been requested during the current phase, and an item distinct from the \( i \) items requested during this phase is the next request then end the current phase and begin the next phase with the next request.

Consider a given phase which ends with \( BETA \)'s cache size equal to \( i \). Since \( BETA \) uses LRU as its paging strategy and because of the way a phase is ended, during this phase \( BETA \) will fault on any item at most once. On the other hand between the second request in this phase and the first request of the next phase the optimal algorithm must fault at least \( i - \ell + 1 \) times. If the size of \( BETA \)'s cache was also \( i \) at the beginning of the phase then this phase contributes exactly what is needed to the sum. If however \( BETA \)'s cache size was smaller then this phase contributes (slightly) more than is necessary to the sum. \( \square \)

We now prove the positive result in Theorem 1

*Proof.* First assume that \( k \leq \ell \). Since offline purchases \( \ell \) cache slots the offline cost is at least \( \alpha \ell \). Since \( BETA \) did not purchase the \((k+1)\)-th cache slot, at the end \( \text{fault}_{BETA}(\sigma) < \alpha \beta k \) and \( \text{cache}_{BETA}(\sigma) = \alpha k \). Since \( \beta + 1 \leq \lambda \), the cost of \( BETA \) is at most a factor of \( \lambda \) above the optimal offline cost.
Now assume that $k > \ell$. Using the previous lemma:

$$\text{cost}_{OPT}(\sigma) = \text{cache}_{OPT}(\sigma) + \text{fault}_{OPT}(\sigma)$$

$$\geq \alpha \ell + \sum_{i=\ell}^{k-1} (f_{i+1} - f_i)(i - \ell + 1) \frac{1}{i}$$

$$\geq \alpha \ell + \alpha \beta \sum_{i=\ell}^{k-1} (i - \ell) \frac{1}{i}$$

$$\geq \alpha \ell + \alpha \beta \left( k - \ell - \ell \ln \frac{k}{\ell} \right).$$

Since the online cache cost is $\alpha k$ and the online fault cost is at most $\alpha \beta k$, by substituting $y = k/\ell > 1$ we have

$$\text{cost}_{BETA}(\sigma)/\text{cost}_{OPT}(\sigma) \leq \alpha (\beta + 1) k / \left( \alpha \ell + \alpha \beta \left( k - \ell - \ell \ln \frac{k}{\ell} \right) \right)$$

$$= (\beta + 1) y / (1 + \beta y - \beta - \beta \ln y) \leq \lambda.$$ 

Here we used Lemma \[?] to get the final inequality. Therefore, algorithm BETA indeed is a $\lambda$-competitive online algorithm for paging with cache purchasing cost $c(x) = \alpha x$. This completes the proof of the positive statement in Theorem \[\]. \[\]

4 The Negative Result for Linear Cost Functions

In this section we prove the negative result claimed in Theorem \[\] for linear cost functions of the form $c(x) = \alpha x$ with $\alpha \gg 1$. The proof is done by an adversary argument.

Assume that there is an online algorithm $A$ which is $r$-competitive for some $1 < r < \lambda$ and that $\alpha$ is very large. Further, assume that the pages are numbered $1, 2, 3, \ldots$. The adversary always requests the smallest numbered page which is not in the online cache. Thus, the online algorithm faults on every request. Let $\sigma$ be the infinite sequence of requests generated by this procedure.

In order to be finitely competitive, the online algorithm cannot have any fixed upper bound on the size of its cache; hence, the number of purchased slots is unbounded. Let $f_i$ be the number of requests (respectively, the number of page faults) which precede the purchase of the $i$th cache slot. Note that $f_1 = 0$, and that $f_1, f_2, \ldots$ is a monotone non-decreasing integer sequence. The cost to $A$ for the requests $1, \ldots, f_i$ equals $i\alpha + f_i$.

We will now consider the adversary’s cost for requests $\sigma_i = 1, \ldots, f_i$. Guided by the results of Sleator & Tarjan \[?] (see Proposition \[\]) we upper bound the adversary’s cost in the following lemma:

**Lemma 3.** If $A$ purchases the $j$th cache slot after $f_j$ faults and $OPT$ uses a cache of size $\ell$ then

$$\text{fault}_{OPT}(\sigma_i) \leq i + \sum_{j=\ell}^{i-1} (f_{j+1} - f_j) \frac{j - \ell + 1}{j}.$$
Proof. Any algorithm will fault the first time a particular page is requested. These \(i\) faults correspond to the first term in the right hand side of the above inequality. Below we will explicitly exclude these faults from consideration.

As in Lemma 2 we divide the request sequence into phases. However, this time we do this in a slightly different way. The first phase begins with the first request. If \(j\) is the size of \(A\)'s cache and \(j\) requests have been made during the current phase then the current phase ends and the next request begins a new phase. Note that this differs slightly from Lemma 2, since the first request in a phase need not be distinct from all requests in the previous phase.

Consider a phase which begins with the size of \(A\)'s cache equal to \(j\) and ends with the size of \(A\)'s cache equal to \(j_0\). During this phase there will be \(j_0\) requests from items \(1, 2, \ldots, j_0 + 1\). Note that none of the items labeled \(j + 2, \ldots, j_0 + 1\) will have been requested in any previous phase, since the size of \(A\)'s cache prior to this phase was \(j\). Recall that the first fault on each of these \(j_0 - j\) items has already been counted.

From this point we proceed in a fairly standard manner. We claim that an optimal offline algorithm will incur at most \(j_0 - \ell + 1\) faults. Note that this is equivalent to stating that the optimal offline algorithm will not fault on \(\ell - 1\) requests.

If possible, whenever the offline algorithm faults it evicts an item which will not be requested in the remainder of this phase. If at some point it is not possible for the offline algorithm to evict such an item then all \(\ell\) items in its cache will be requested later in this phase. In this case, it is easy to see that there will be at least \(\ell - 1\) requests on which the offline algorithm will not fault. On the other hand, if the offline algorithm is able to evict \(j' - \ell + 1\) items which will not be requested later in this phase then its cache contains all of the (at most \(\ell\) distinct) items which will be requested during the remainder of the phase.

Of the \(j' - \ell + 1\) faults which the offline algorithm will incur during this phase, \(j' - j\) faults correspond to the first time an item is requested (these \(j' - j\) faults have already been counted). So this phase will contribute \(j - \ell + 1\) faults to the sum. If \(j' = j\) then this phase contributes precisely what is claimed. If instead \(j' > j\) this phase contributes (slightly) less. \(\square\)

We now prove the lower bound of \(\lambda\) on any online algorithm.

Proof. Fix an online algorithm \(A\). For a given \(\alpha\), if \(f_1/i\) is not bounded above then \(A\) cannot have a constant competitive ratio. Clearly, \(f_1/i\) is bounded below by 0 (for \(i \geq 1\)). So \(L = \operatorname{liminf}_i \frac{f_i}{i}\) exists. Suppose that the adversary initially purchases \(i/\lambda\) cache locations and serves \(\sigma_i\) with only these locations. From the definition of \(L\), we know that for any \(\epsilon\) there are arbitrarily large \(M\) such that \(f_i/i \geq L - \epsilon\) for all \(i \geq M/\lambda\). Further for sufficiently large \(M\), \[\sum_{j=M/\lambda}^{M-1} 1/j - \ln(\lambda)\] \(\leq \epsilon\). Using the previous lemma we get

\[
\frac{\text{cost}_A - b}{\text{cost}_{OPT}} \geq \frac{\alpha M + f_M - b}{\alpha M/\lambda + M + \sum_{j=M/\lambda}^{M-1} (f_{j+1} - f_j)j^{-M/\lambda+1}}
\]
\[ \frac{\alpha M + f_M - b}{\alpha M/\lambda + M + f_M^{M-1/M} + \sum_{j=M/\lambda+1}^{M-1} f_j^{1-M/\lambda}} - \frac{f_M}{\lambda^{\frac{1}{\lambda}}} \]

\[ \geq \frac{\alpha + L - b/M - \epsilon}{\alpha/\lambda + 1 + (L + 2\epsilon)(1 - 1/\lambda - 1/\lambda(\ln(\lambda) - \epsilon) + (\ln(\lambda) + \epsilon)/M) \]

\[ \geq \frac{\alpha + L - b/M - \epsilon}{\alpha/\lambda + 1 + (L + 2\epsilon)/\lambda + (L + 2\epsilon)(\ln(\lambda) + \epsilon)/M}. \]

In the final inequality we have used that \(1/\lambda = 1 - 1/\lambda - 1/\lambda\ln(\lambda)\). For \(\alpha\) and \(M\) sufficiently large, the final value can be made arbitrarily close to \(\lambda\). \(\square\)

5 The Results for Polynomial Cost Functions

In this section we prove the two results (one positive and one negative) that are claimed in Theorem 2 for cost functions of the form \(c(x) = x^d\) with \(d \geq 2\).

We start with the proof of the positive result.

Proof. Let \(\varepsilon > 0\) be a small real number. Similar to Section 3 we consider an online algorithm \(BETA_2\) that uses LRU as its paging strategy. This time the online algorithm increases its cache size to \(k\) as soon as it has incurred at least \(d^\varepsilon (k - 1)^d\) page faults. We will show that this algorithm has a competitive ratio of at most \(d(1 + d^{-\varepsilon})/[1 - \varepsilon\ln(d)]\).

Consider an arbitrary request sequence \(\sigma\). Let \(k\) denote the final cache size of \(BETA_2\), and let \(\ell\) denote the optimal offline cache size for \(\sigma\). If \(\ell \geq k + 1\), the offline cost is at least \((k + 1)^d\) and the online cost is at most \(k^d + d^\varepsilon (k + 1)^d\). Then the online cost is at most a factor of \(1 + d^\varepsilon\) above the offline cost. From now on we assume that \(\ell \leq k\). For \(i = \ell, \ldots, k\) we denote by \(f_i\) the total number of page faults that \(BETA_2\) incurs until the moment when it purchases the \(i\)th cache slot. Using an argument similar to that of Lemma 2 we get that the optimal offline algorithm incurs at least \(\sum_{i=\ell}^{k-1} (f_{i+1} - f_i)(\ell - i + 1)\) page faults during this time. Therefore,

\[
\text{cost}_{OPT}(\sigma) \geq \ell^d + \sum_{i=\ell}^{k-1} (f_{i+1} - f_i) \frac{i - \ell + 1}{i}
\]

\[
\geq \ell^d + d^\varepsilon \sum_{i=\ell}^{k-1} ((i + 1)^d - i^d) \frac{i - \ell}{i}
\]

\[
= \ell^d + d^\varepsilon (k^d - \ell^d) - d^\varepsilon \ell \sum_{i=\ell}^{k-1} ((i + 1)^d - i^d) \frac{1}{i}
\]

\[
\geq \ell^d + d^\varepsilon (k^d - \ell^d) - d^\varepsilon \ell \int_{\ell}^{k} \frac{d^d - 1}{x} \, dx
\]
\[= \ell^d + d^\varepsilon(k^d - \ell^d) - \ell^d \frac{d^{1+\varepsilon}}{d-1}(k^{d-1} - \ell^{d-1}) \]
\[\approx \ell^d + d^\varepsilon(k - \ell)k^{d-1}.\]

The online cache cost is approximately \(\text{cost}_{BETA2}(\sigma) \approx (1 + d^\varepsilon)k^d\). Substituting \(y := \ell/k \leq 1\) and putting things together we get

\[\frac{\text{cost}_{BETA2}(\sigma)}{\text{cost}_{OPT}(\sigma)} \leq \frac{(1 + d^\varepsilon)k^d}{\ell^d + d^\varepsilon(k - \ell)k^{d-1}} = \frac{1 + d^\varepsilon}{y^d + d^\varepsilon(1 - y)}.\]  

(4)

The denominator in the right hand side of (4) is minimized for \(y = \frac{1}{d}\) and hence is at least

\[d^{(\varepsilon-1)d/(d-1)} + d^\varepsilon \left(1 - d^{(\varepsilon-1)/(d-1)}\right) \geq d^\varepsilon \left(1 - d^{(\varepsilon-1)/(d-1)}\right).\]

By applying some (tedious) calculus we get that as \(d\) tends to infinity, the function \(1 - d^{(\varepsilon-1)/(d-1)}\) grows like \((1 - \varepsilon)\frac{ln d}{d}\). By combining these observations with the inequality in (4), we conclude that the competitive ratio \(R\) of \(BETA2\) is bounded by

\[R \leq \frac{(1 + d^{-\varepsilon})d}{(1 - \varepsilon)\ln d}.\]

This completes the proof of the positive statement in Theorem 2. \(\Box\)

We turn to the proof of the negative statement in Theorem 2 which is done by an adversary argument.

**Proof.** Consider an \(r\)-competitive online algorithm for cost functions of the form \(c(x) = x^d\). The pages are numbered 1, 2, 3, \ldots, and the adversary always requests the smallest numbered page which is not in the online cache. Thus, the online algorithm faults on every request. In order to have a finite competitive ratio, the online algorithm cannot run forever with the same number of slots. Hence, the number of purchased slots must eventually exceed \(gr\) where \(g\) is a huge integer. Suppose that after \(i_g\) requests the online cache is extended for the first time to a size \(k \geq gr\). Then the corresponding online cost at this moment is at least \(i_g + (gr)^d\).

Now consider the optimal offline algorithm for cache size \(gr - g + 1\). Since the online algorithm was serving the first \(i_g\) requests with a cache size of at most \(gr - 1\), the results of Sleator & Tarjan [7] (see Proposition 1) yield that the number of offline faults is at most

\[i_g \cdot \frac{(gr - 1) - (gr - g + 1) + 1}{gr - 1} = \frac{i_g(g - 1)}{gr - 1} \leq \frac{i_g}{r}.\]

The offline cache cost is \((gr - g + 1)^d\). Since the online algorithm is \(r\)-competitive, there exists a constant \(b\) such that the following inequality is fulfilled for all integers \(g\); cf. equation (1):

\[i_g + (gr)^d \leq r \cdot \left(\frac{i_g}{r} + (gr - g + 1)^d\right) + b.\]
Since $g$ can be arbitrarily large, this implies $r^d \leq r(r - 1)^d$ which is equivalent to
\[
\frac{1}{r} \leq \left(1 - \frac{1}{r}\right)^d.
\] (5)

Now suppose that $r < d/\ln d$. Then the left hand side in (5) is at least $\ln d/d$, whereas the right hand side is at most $1/d$. This contradiction completes the proof of the negative statement in Theorem 2. $\square$

6 The Results for the General Case

In this section we prove the two results (one positive and one negative) that are claimed in Theorem 3.

We start with the proof of the positive result.

**Proof.** So we assume that the cost function $c(x)$ satisfies condition (3). Fix a request sequence $\sigma$. We may assume that the optimal offline algorithm for $\sigma$ uses a cache of size $x_{OPT} \geq X$. The case when $x_{OPT} < X$ can be disregarded by making $b$ in the definition of competitiveness sufficiently large; in fact, any $b$ greater than $c(X)$ will do.

Consider the algorithm $BAL$ which uses $LRU$ as its paging strategy and which tries to balance its cache cost and its fault cost. In other words, $BAL$ increases its cache size to $x$ as soon as fault$_{BAL} \geq c(x)$. Until the time where $BAL$ purchases a cache of size $q \cdot x_{OPT}$, the cost ratio of online to offline is at most $2p$: At this time cache$_{BAL} = c(qx_{OPT}) \leq p \cdot c(x_{OPT})$ and fault$_{BAL} \approx$ cache$_{BAL}$, whereas the offline cost is at least $c(x_{OPT})$. From the time where $BAL$ purchases a cache of size $q \cdot x_{OPT}$ onwards, the ratio is at most $2q/(q - 1)$: By using the result of Sleator & Tarjan as stated in Proposition 1 with $\ell = x_{OPT}$ and $k = q \cdot x_{OPT}$, we get that fault$_{BAL}$/fault$_{OPT} \leq qx_{OPT}/(qx_{OPT} - x_{OPT} + 1)$. Therefore,

\[
\text{cost}_{BAL} \approx 2 \text{fault}_{BAL} \leq 2 \frac{q \cdot x_{OPT} \cdot \text{fault}_{OPT}}{qx_{OPT} - x_{OPT} + 1} < \frac{2q}{q - 1} \text{cost}_{OPT}.
\]

To summarize, we have shown that $BAL$ is max\{$2p, 2q/(q - 1)$\}-competitive. This completes the argument for the positive result. $\square$

Now let us turn to the negative result.

**Proof.** So we assume that the cost function $c(x)$ does not satisfy the condition (3), and that therefore
\[
\forall q > 1 \forall p > 0 \forall s \geq 0 \forall X > 0 \exists x \geq X : \quad c(qx) > p \cdot c(x) + s.
\] (6)

The idea is quite simple. If $OPT$ uses a cache of size $x$ then an online algorithm which wants to be $R$ competitive must eventually purchase a cache of size $px$ for
some \( p \approx \frac{R}{(R - 1)} \). The result of Sleator and Tarjan as stated in Proposition requires that \( R \cdot \text{fault}_{OPT} - \text{fault}_A \) cannot be too large. On the other hand, \( Rc(x) - c(px) \) can be made arbitrarily large, since \( c \) is not polynomially bounded.

Now for the details. We will proceed by contradiction. Assume that there is an algorithm \( A \) which is \( R \)-competitive for some \( R > 1 \) and fix \( b \) as in the definition of competitiveness. By using we can choose \( x \) to satisfy

\[
c \left( x \frac{2R - 1}{2R - 2} \right) > R \cdot c(x) + x(2R - 1)/2 + R + b.
\]

If we use the lower bound sequence from Proposition for \( k = x(2R - 1)/(2R - 2) - 1 \) and \( \ell = x \) until \( A \) purchases a cache of size \( x(2R - 1)/(2R - 2) \), then \( R \cdot \text{fault}_{BEL}(\sigma) - \text{fault}_A(\sigma) \leq x(2R - 1)/2 \). Note that \( A \) must eventually purchase a cache of this size, since otherwise \( \text{cost}_A \) will tend to \( \infty \) while \( \text{cost}_{OPT} \leq c((2R - 1)x/(2R - 2)) + (2R - 1)x/(2R - 2) \). Therefore,

\[
\text{cost}_A(\sigma) = \text{cache}_A(\sigma) + \text{fault}_A(\sigma)
\]
\[
> R \cdot \text{cache}_{BEL}(\sigma) + R \cdot \text{fault}_{BEL}(\sigma) + b
\]
\[
= R \cdot \text{cost}_{OPT}(\sigma) + b.
\]

This contradiction completes the proof of the negative result in Theorem. \( \square \)

7 Conclusion

We have considered a simple model of caching which integrates the ability to add additional cache locations. A number of results for linear, polynomial, and arbitrary cost functions have been found. One possible direction for further study of this problem is to consider the degree to which randomization can further reduce the competitive ratios found in this paper. The primary difficulty when attacking the randomized version of the problem is finding relationships between the costs of the online and offline algorithms when the cache sizes are unequal.
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Abstract. A minimal perfect hash function for a set $S$ is an injective mapping from $S$ to $\{0, \ldots, |S| - 1\}$. Taking as our model of computation a unit-cost RAM with a word length of $w$ bits, we consider the problem of constructing minimal perfect hash functions with constant evaluation time for arbitrary subsets of $U = \{0, \ldots, 2^w - 1\}$. Pagh recently described a simple randomized algorithm that, given a set $S \subseteq U$ of size $n$, works in $O(n)$ expected time and computes a minimal perfect hash function for $S$ whose representation, besides a constant number of words, is a table of at most $(2 + \epsilon)n$ integers in the range $\{0, \ldots, n - 1\}$, for arbitrary fixed $\epsilon > 0$. Extending his method, we show how to replace the factor of $2 + \epsilon$ by $1 + \epsilon$.
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1 Introduction

A minimal perfect hash function for a set $S$ is an injective mapping from $S$ to $\{0, \ldots, |S| - 1\}$. Given a minimal perfect hash function $h$ for the set of keys of a collection $\mathcal{R}$ of $n$ records, we can store $\mathcal{R}$ efficiently to enable the retrieval of records by their keys. If a record with key $x$ is stored in $B[h(x)]$ for some array $B$ of size $n$, the only additional space needed is that required for the representation of $h$, and the time needed to access a record in $\mathcal{R}$ is essentially the evaluation time of $h$.

Taking as our model of computation the unit-cost RAM with a word length of $w$ bits, for some fixed positive integer $w$, we study the construction of minimal perfect hash functions for arbitrary given subsets $S$ of the universe $U = \{0, \ldots, 2^w - 1\}$ of keys representable in single computer words. We will only be interested in hash functions that can be evaluated in constant time. The remaining parameters of interest are the time needed to find a minimal perfect hash function for a given set $S$ and the space needed to store it.

Tarjan and Yao \cite{12} investigated the compression of a sparsely used two-dimensional table $A$ and considered a class of displace-and-project functions that shift each row of $A$ horizontally by an amount associated with the row and called
its displacement and then project the shifted rows vertically to a one-dimensional table \( B \). We call displacements for a subset of the rows of \( A \) compatible if no two used entries in the shifted rows under consideration reside in the same column. In order for the compression from \( A \) to \( B \) to work as intended, the displacements of all the rows must be compatible.

Define the weight of a row in \( A \) as the number of used entries in that row. Tarjan and Yao showed that if \( A \) contains \( n \) used entries and satisfies a certain harmonic-decay property, then compatible row displacements in the range \( \{0, \ldots, n - 1\} \) can be found by a simple first-fit-decreasing (FFD) algorithm that processes the rows one by one in an order of nonincreasing weight and, for each row, chooses the smallest nonnegative displacement compatible with all previously chosen row displacements. They also demonstrated that the harmonic-decay property can be enforced by a preprocessing phase that shifts each column of \( A \) vertically by a suitable column displacement.

Pagh\cite{Pagh01} observed that for a table \( A \) with \( n \) columns, the row shifts of Tarjan and Yao can be replaced by cyclic shifts (he considered a more general operation of no concern here). More significantly, he introduced a new approach to enforcing the harmonic-decay property. In his setting, the table entries in \( A \) are not the original universe. Instead, the column and row indices of a used entry in \( A \) are the values obtained by applying suitable functions \( f \) and \( g \) to a key in a set \( S \) with \( |S| = n \) for which a minimal perfect hash function is to be constructed. Pagh identified a set of conditions concerning \( f \) and \( g \), one of which is that \((f,g)\) is injective on \( S \), and showed that if these conditions are satisfied, then a minimal perfect hash function for \( S \) can be computed in \( O(n) \) expected time by a random-fit-decreasing (RFD) algorithm that operates like the FFD algorithm, except that the displacements tried for each row of weight at least 2 are chosen randomly, rather than in the order \( 0, 1, \ldots \), until a displacement compatible with the previously chosen displacements is encountered. Complementing this, Pagh showed that if \( f \) and \( g \) are chosen at random from suitable classes of hash functions and \( A \) has \( m \geq (2 + \epsilon)n \) rows, for some fixed \( \epsilon > 0 \), then the conditions required by the analysis of the RFD algorithm hold with a probability bounded from below by a positive constant. Altogether, this yields a construction in \( O(n) \) expected time of a simple minimal perfect hash function for \( S \) that can be evaluated in constant time and whose representation consists of a constant number of words (to specify \( f \) and \( g \)) together with the \( m \) row displacements. If the chosen displacements are \( d_0, \ldots, d_{m-1} \), the hash value of a key \( x \) is simply \((f(x) + d_{g(x)}) \mod n\).

Taking Pagh’s construction as our starting point, we reduce the minimal number of row displacements from \((2 + \epsilon)n\) to \((1 + \epsilon)n\), for arbitrary fixed \( \epsilon > 0 \), thus essentially halving the space requirements of the minimal perfect hash function. In order to achieve this, we introduce a new algorithm for computing row displacements, the Undo-One algorithm. Except for the initial sorting of the rows by nonincreasing weight, the FFD and RFD algorithms are both online in the sense that they choose each displacement taking into account only rows whose displacements were already chosen. Informally, a displacement, once fixed,
is never again changed. The Undo-One algorithm deviates slightly from this principle by allowing the computation of each displacement to change a single displacement that was chosen earlier. Informally, if it is difficult to place the row at hand, it is permissible to make room for it by relocating a single previously placed row. This added flexibility allows the Undo-One algorithm to cope with a higher level of crowding in the array $A$, which translates into a smaller value of $m$.

Concretely, we formulate new conditions concerning $f$ and $g$, more permissive than those of Pagh, and show that these conditions enable the Undo-One algorithm to succeed in $O(n)$ expected time. On the other hand, we show that functions $f$ and $g$ that satisfy the new conditions can be found in $O(n)$ expected time as long as $m \geq (1 + \epsilon)n$, for arbitrary fixed $\epsilon > 0$. Our proof of this makes heavier demands on the class of hash functions from which $g$ is drawn than does Pagh’s analysis—the values under $g$ should behave approximately as if they were uniformly distributed and independent random variables. We show, extending results of $\Re$ slightly, that a standard class of hash functions—remainders of polynomials of sufficiently high degree over a finite field—behaves sufficiently randomly.

Both parts of our argument, analyzing the Undo-One algorithm and establishing the required properties of $f$ and $g$, are more involved than the corresponding parts of Pagh’s analysis. The form of the resulting minimal perfect hash function, however, $x \mapsto (f(x) + d_{g(x)}) \mod n$, is exactly the same as in Pagh’s construction if $n$ is odd, except that $g$ must now be chosen from a class of hash functions that meets additional requirements.

A comprehensive discussion of related work can be found in a survey by Czech et al. $\Re$. In a seminal paper, Fredman et al. $\Re$ described a randomized construction of a static dictionary with constant access time for a given set of $n$ keys. The construction works in $O(n)$ expected time and is easily modified to yield a minimal perfect hash function. The space requirements are $O(1)$ words of $w$ bits plus $O(n)$ words of $O(\log n)$ bits, for a total of $O(w + n \log n)$ bits. Fredman and Komlos $\Re$ showed that the minimal number of bits needed to represent minimal perfect hash functions is $n \log_2 e + \log_2 w - O(\log n)$. Schmidt and Siegel $\Re$ proved that a constant access time can be achieved together with space requirements of $O(n + \log w)$, but they did not describe an efficient construction algorithm. Hagerup and Tholey $\Re$ closed this gap by exhibiting a randomized construction that works in $O(n + \log w)$ expected time, and they also reduced the space requirements further to $n \log_2 e + \log_2 w + o(n + \log w)$, i.e., to within lower-order terms of the optimum.

The work of Pagh cited above as well as other efforts in the area of minimal perfect hashing do not emphasize the space minimization quite so heavily, but rather try to keep the number of probes into the data structure as small as possible. Pagh’s algorithm, as well as the new algorithm described here, needs one—input-independent—access to the description of $f$ and $g$ and one access to the table of displacements. In a different line of research, building upon a long series of earlier work, Czech et al. $\Re$ and Havas et al. $\Re$ studied the construction
of minimal perfect hash functions of the form \( h(x) = (\sum_{i=1}^{t} d_{gi(x)}) \text{ mod } n \), where \( t \) is a constant, \( g_i \) maps \( U \) to \( \{0, \ldots, m-1\} \), for \( i = 1, \ldots, t \), and \( d_0, \ldots, d_{m-1} \) are suitably chosen values in \( \{0, \ldots, n-1\} \). Storing the description of such a function essentially amounts to storing \( d_0, \ldots, d_{m-1} \). Assuming an idealized situation in which \( g_1, \ldots, g_t \) behave fully randomly on \( S \), the authors utilized results on threshold values for random (hyper)graphs to be acyclic to show that \( m = (2+\epsilon)n \) is a suitable choice for \( t = 2 \), and they demonstrated experimentally that \( m \approx 1.23n \) is one for \( t = 3 \). In the latter case, evaluating \( h \) requires three accesses to the table containing \( d_0, \ldots, d_{m-1} \). Similarly, functions of the form \( h(x) = (f(x) + d_{g_1(x)} + d_{g_2(x)}) \text{ mod } n \), where \( f : U \to \{0, \ldots, n-1\} \), \( g_1 : U \to \{0, \ldots, m/2-1\} \), and \( g_2 : U \to \{m/2, \ldots, m-1\} \), were proposed by Fox et al. [11] and stated to work well (meaning successful construction of minimal perfect hash functions in \( O(n) \) expected time) for \( m \) as small as 0.6n. However, only experimental evidence and no formal arguments were offered in support of this claim.

2 The Undo-One Algorithm

Let \( n \) and \( m \) be positive integers and suppose that \( S \) is a set of size \( n \) and that \( f \) and \( g \) are functions mapping \( S \) to \( \{0, \ldots, n-1\} \) and to \( \{0, \ldots, m-1\} \), respectively, so that \((f, g)\) is injective on \( S \). In terms of the informal description of the previous section, \( f(x) \) and \( g(x) \) are the column and row indices, respectively, of the cell in \( A \) to which \( x \in S \) is mapped by \((f, g)\). For \( 0 \leq j < m \), let \( R_j = \{f(x) : x \in S \text{ and } g(x) = j\} \). Informally, \( R_j \) is the set of used positions in row \( j \) of \( A \). Correspondingly, we call \( R_j \) a row set. Given a row set \( R \) and an integer \( d \), we define \( R \oplus d \) to be the set \( \{(r+d) \text{ mod } n : r \in R\} \) obtained by “rotating \( R \) by \( d \) positions to the right”. The goal of the Undo-One algorithm (and of the RFD algorithm) is to compute integers \( d_0, \ldots, d_{m-1} \) in the range \( \{0, \ldots, n-1\} \), called (row) displacements, for which the sets \( R_0 \oplus d_0, \ldots, R_{m-1} \oplus d_{m-1} \) are disjoint.

For \( 0 \leq j < m \) and \( 0 \leq d < n \), by “placing \( R_j \) at (displacement) \( d \)” we will mean fixing the value of \( d_j \) to be \( d \). At a time when exactly the row sets \( R_j \) with indices \( j \) in some set \( J \) have been placed, we call \( V = \bigcup_{j \in J} (R_j \oplus d_j) \) the set of occupied positions and \( W = \{0, \ldots, n-1\} \setminus V \) the set of free positions. Two row sets \( R \) and \( R' \), placed at \( d \) and \( d' \), collide if \((R \oplus d) \cap (R' \oplus d') \neq \emptyset \). A row set \( R \) will be called large if \(|R| \geq 3\), and it is a pair if \(|R| = 2\) and a singleton if \(|R| = 1\).

The Undo-One algorithm begins by computing a permutation \( \sigma \) of \( \{0, \ldots, m-1\} \) with \(|R_{\sigma(0)}| \geq |R_{\sigma(1)}| \geq \cdots \geq |R_{\sigma(m-1)}| \) and then places \( R_{\sigma(l)} \) for \( l = 0, \ldots, m-1 \). Observe than once all larger row sets have been placed, it is trivial to place the singletons in linear time. This is because, at that time, the number of free positions exactly equals the number of singletons. For this reason, we need not describe how to place singletons (nor how to place empty row sets).

Large row sets are simply placed according to the RFD algorithm. When attempting to place a pair \( P \), the Undo-One algorithm works harder than for large row sets. It first tries to place \( P \) using a random displacement, just as
the RFD algorithm. If \( P \) collides with exactly one previously placed row set \( R \), however, the algorithm does not give up right away, but instead tries to make room for \( P \) at the displacement chosen for it by relocating \( R \) to a random displacement. Only if this also fails, a new attempt to place \( P \) is started. It turns out to be essential for the analysis that the alternative displacement used for the tentative relocation of \( R \) is not chosen according to the uniform distribution over \( \{0, \ldots, n-1\} \). If the old displacement of \( R \) is \( d \) and \( q = \max P - \min P \), the tentative new displacement is found as follows: With probability \( 1/2 \), a random value is chosen from the uniform distribution over \( \{(d-q) \mod n, (d+q) \mod n\} \), and with probability \( 1/2 \), a random value is chosen from the uniform distribution over \( \{0, \ldots, n-1\} \).

3 Analysis of the Undo-One Algorithm

We will analyze the Undo-One algorithm assuming \( n \) to be odd. The analysis centers on the distribution of row-set sizes. For \( k = 0, 1, \ldots \), let \( T_k = |\{0 \leq j < m : |R_j| = k\}| \) be the number of row sets of size \( k \). In this section, the following conditions will be assumed to hold for some \( \nu > 0 \):

- The function \((f, g)\) is injective on \( S \); \hspace{1cm} (A)
- \( (1 + \nu) \sum_{k \geq 3} k^2 T_k \leq n \); \hspace{1cm} (B)
- \( T_1 + \sum_{k \geq 1} T_k \geq (1 + \nu)n \). \hspace{1cm} (C)

Define a trial to be a single attempt by the Undo-One algorithm, as described in the previous section, to place a row set. We consider the placing of large row sets and the placing of pairs separately (as observed in the previous section, we need not concern ourselves with the placing of smaller row sets). The analysis of the placing of large row sets is exactly as Pagh’s analysis, except that our Condition (B) pertains only to large row sets and therefore enables the placing of large row sets only.

**Lemma 1.** For constant \( \nu \), the Undo-One algorithm places all large row sets in \( O(n) \) expected time.

**Proof.** Consider the placing of a fixed large row set \( R \) and let \( k_0 = |R| \geq 3 \). Each trial chooses \( d \in \{0, \ldots, n-1\} \) uniformly at random and succeeds unless \((R \oplus d) \cap V = \emptyset\), where \( V \) is the set of occupied positions. The latter happens with probability at most \( k_0 |V| / n \). Since \( |R'| \geq k_0 \) for all previously placed rows sets \( R' \), we have \( |V| \leq \sum_{k \geq k_0} k T_k \) and \( k_0 |V| / n \leq \sum_{k \geq k_0} k^2 T_k / n \). By Condition (B) and because \( k_0 \geq 3 \), the latter quantity is bounded by \( 1/(1 + \nu) < 1 \). For constant \( \nu \), the expected number of trials to place \( R \) is therefore constant. Each trial can be carried out in \( O(k_0) \) time, so that \( R \) is placed in \( O(k_0) \) expected time. Over all large row sets, this sums to \( O(n) \) expected time.
From now on we consider the placing of a fixed pair $P$ and define $V$ and $W$ as the set of free and occupied positions, respectively, before the placing of $P$.

**Lemma 2.** A trial can be executed in constant expected time.

**Proof.** Associate a random variable $K$ with a trial in the following way: If $P$ collides with a single row set $R$, then let $K = |R|$; otherwise take $K = 1$. If we maintain for each position in $\{0, \ldots, n - 1\}$ an indication of the row set by which it is occupied, if any, it is easy to execute a trial in $O(K)$ time. For $k \geq 2$, $\Pr(K = k) \leq |P|kT_k/n$. Therefore, by Condition (B), $E(K) = O(1 + (1/n)\sum_{k \geq 3} k^2T_k) = O(1)$.

Let $q = \max P - \min P$. We will say that two elements $v$ and $v'$ of $\{0, \ldots, n - 1\}$ are $q$-spaced if $v' = (v + q) \mod n$ or $v' = (v - q) \mod n$, i.e., if $v$ and $v'$ are at a “cyclic distance” of $q$ in the additive group $\mathbb{Z}_n$. Let $G = (V \cup W, E)$ be the undirected bipartite graph on the vertex sets $V$ and $W$ that contains an edge $\{v, v'\}$ between $v \in V$ and $v' \in W$ precisely if $v$ and $v'$ are $q$-spaced. The maximum degree of $G$ is bounded by 2. We will call the vertices in $V$ and $W$ *black* and *white*, respectively.

**Lemma 3.** $G$ is acyclic.

**Proof.** Assume that $G$ contains a simple cycle of length $l$. Then $l$ is the order of the element $q$ in the additive group $\mathbb{Z}_n$. By Lagrange’s theorem, $l$ divides $|\mathbb{Z}_n| = n$, which is odd by assumption. On the other hand, $l$ is even because $G$ is bipartite, a contradiction.

**Lemma 4.** For constant $\nu$, the expected number of trials is constant.

**Proof.** It suffices to bound the success probability of a trial from below by a positive constant. We will assume without loss of generality that $\nu \leq 1/2$. Observe first that since $\sum_{k \geq 1} T_k \leq n$, Condition (C) implies that $|W| \geq T_1 \geq \nu n$. We consider two cases, depending on the number of edges in $E$.

**Case 1:** $|E| \leq 2(1 - \nu)|W|$. Let $E' = \{\{v, v'\} : v, v' \in W$ and $v$ and $v'$ are $q$-spaced$\}$ and suppose that we inserted the edges in $E'$ in $G$. This would raise the degree of each white vertex to exactly 2; i.e., $|E| + 2|E'| = 2|W|$ and $|E'| = |W| - |E|/2 \geq \nu|W| \geq \nu^2n$. It is easy to see that there is a 1-1 correspondence between $E'$ and the set of displacements at which $P$ can be placed without collisions and without relocating another row set. Therefore a trial succeeds with probability at least $\nu^2$.

**Case 2:** $|E| > 2(1 - \nu)|W|$. For each row set $R$ placed at a displacement $d$, we call the subgraph of $G$ spanned by the edges incident on vertices in $R \oplus d$ the *row graph* of $R$. A row graph with $k$ black vertices can have at most $2k$ edges. It is called *good* if it has $2k - 1$ or $2k$ edges. In order to establish a lower bound on the number of good row graphs, let us imagine that we remove
min{2k - 2, r} edges from each row graph with exactly k black vertices and r edges. The number of edges removed is at most \( \sum_{k \geq 2} (2k - 2)T_k \), and therefore the number of remaining edges is larger than

\[
2(1 - \nu)|W| - \sum_{k \geq 2} (2k - 2)T_k \geq 2\left((1 - \nu)T_1 - \sum_{k \geq 1} (k - 1)T_k\right)
\]

\[
= 2 \left(T_1 + \sum_{k \geq 1} kT_k - \sum_{k \geq 1} \nu T_k\right) \geq 2((1 + \nu)n - n - \nu T_1)
\]

\[
= 2\nu(n - T_1) \geq 2\nu|V| \geq \nu|E| > 2\nu(1 - \nu)|W| \geq \nu^2 n.
\]

Each remaining edge belongs to a good row graph, and no row graph contains more than two of the remaining edges. Therefore the number of good row graphs is at least \( (\nu^2/2)n \).

Since \( G \) is acyclic and has maximum degree at most 2, every connected component of a row graph is a simple path. We call such a path perfect if its first and last vertices are white. It is easy to see that a good row graph can have at most one connected component that is not a perfect path. We call a row set perfect if its row graph is good and has at least one perfect path. Let us consider two subcases.

**Subcase 2.1**: There are at least \( (\nu^2/4)n \) perfect row sets. It is easy to see that a perfect row set \( R_j \) can be rotated either left or right by \( q \) positions without colliding with any other row set. Moreover, this necessarily leaves two free \( q \)-spaced positions at the end of a former perfect path, in which \( P \) can be placed (see Fig. 1). A trial that attempts to place \( P \) in these two positions will succeed with probability at least 1/4, namely if the displacement used for the tentative relocation of \( R_j \) is chosen to be one particular value in \( \{ (d_j - q) \mod n, (d_j + q) \mod n \} \). Thus each trial succeeds with probability at least \( \nu^2/16 \).

**Fig. 1.** A perfect row set \( R \) is rotated right by \( q \) positions to make room for \( P \).

**Subcase 2.2**: There are fewer than \( (\nu^2/4)n \) perfect row sets. Assume first that \( n \geq 2(4/\nu^2) \). We call a row set \( R \) regular if its row graph is a simple path with one black and one white end vertex. If the row graph of a row set \( R \) is good yet \( R \) is not perfect, then \( R \) is regular. Since the number of good row graphs is at least \( (\nu^2/2)n \), at least \( (\nu^2/4)n \) row sets are regular. The key observation is that every regular row set can be relocated to "mesh with" any other regular row set...
that is at least as large, and that this leaves at least two free $q$-spaced positions, in which $P$ can be placed (see Fig. 2). This shows that a trial succeeds with probability at least

$$\frac{1}{n^2} \left( \frac{(\nu^2/4)n}{2} \right) \geq \frac{1}{4} (\nu^2/4)^2.$$ 

Fig. 2. Two regular row sets are “meshed” to make room for $P$.

Assume finally that $n < 2(4/\nu^2)$. Since the number of good row graphs is positive, at least one white vertex is not of degree 2. But then a trial succeeds with probability at least $1/n \geq \frac{1}{2} (\nu^2/4)$.

4 Analysis of the Hash Functions

In this section we show how to find functions $f$ and $g$ that satisfy Conditions (A)–(C). Both $f$ and $g$ will be picked from a family of the form

$$\mathcal{H}_{p,s}^t = \left\{ x \mapsto \left( \sum_{i=0}^{t-1} a_i x_i^t \right) \mod p \right\} \mod s : 0 \leq a_0, \ldots, a_{t-1} < p,$$

where $t$ is a positive integer, $p > \max S$ is a prime, and $s = n$ in the case of $f$, while $s = m$ in the case of $g$.

It is well-known that the unique-interpolation property of polynomials over arbitrary fields can be expressed as follows in our setting.

Proposition 5. Let $x_1, \ldots, x_t \in S$ be distinct and choose $a_0, \ldots, a_{t-1}$ independently from the uniform distribution over $\{0, \ldots, p-1\}$. Then the random variables $\left( \sum_{i=0}^{t-1} a_i x_i^j \right) \mod p$, for $j = 1, \ldots, t$, are independent and uniformly distributed over $\{0, \ldots, p-1\}$.

We consider the random experiment of obtaining a function $h \in \mathcal{H}_{p,s}^t$ by choosing the coefficients $a_0, \ldots, a_{t-1}$ independently from the uniform distribution over $\{0, \ldots, p-1\}$. Using Proposition 5, it is easy to see that for arbitrary $x \in S$ and $j \in \{0, \ldots, s-1\}$, $\Pr(h(x) = j) = \pi_{s,j}$, where

$$\pi_{s,j} = \begin{cases} 1/p \cdot \lfloor p/s \rfloor, & \text{if } j < p \mod s; \\ 1/p \cdot \lfloor p/s \rfloor, & \text{if } j \geq p \mod s. \end{cases}$$
For every integer $i$, denote by $\binom{S}{i}$ the set of all subsets of $S$ of size $i$. Given a subset $X$ of $S$, let $\delta(X)$ be the random variable that takes the value 1 if $h$ is constant on $X$, and 0 otherwise. By another application of Proposition 5 for arbitrary $i \in \{1, \ldots, t\}$ and $X \in \binom{S}{i}$,

$$E(\delta(X)) = \mu_{s,i},$$

where $\mu_{s,i} = \sum_{j=0}^{s-1} \pi_{s,j}$. Since $\sum_{j=0}^{s-1} \pi_{s,j} = 1$, Jensen’s inequality shows that $\mu_{s,i} \geq s^{1-i}$, and since $\pi_{s,j} \leq (1/p)(1+p/s) = (1/s)(1+s/p)$ for $j = 0, \ldots, s-1$, we also have $\mu_{s,i} \leq s^{1-i}(1+s/p)^i$. For every fixed $t$, we can choose $p$ sufficiently large to make $c = (1 + m/p)^t$ arbitrarily close to 1.

We next prove that if $g$ has been chosen to satisfy Conditions (B) and (C) (which depend only on $g$), then in $O(n)$ additional expected time, we can find a function $f$ so that $f$ and $g$ together satisfy Condition (A). The procedure is to choose $f$ repeatedly from $H_{p,n}^2$ until Condition (A) holds. For the analysis, note first that by virtue of Condition (C),

$$2T_1 + T_2 + \sum_{k \geq 3} T_k \geq n = T_1 + 2T_2 + \sum_{k \geq 3} kT_k,$$

from which we can conclude that $T_1 \geq T_2$ and, subsequently, that $T_2 \leq n/3$.

With $b_j = |\{x \in S : g(x) = j\}|$, for $j = 0, \ldots, m-1$, the expected number of collisions under $(f, g)$ (i.e., of pairs $\{x, y\} \subseteq S$ with $f(x) = f(y)$ and $g(x) = g(y)$) is

$$\sum_{0 \leq j < m} \left(\frac{b_j}{2}\right) \mu_{n,2} \leq \frac{c}{n} \left(T_2 + \sum_{0 \leq j < m} \frac{b_j^2}{2}\right)$$

$$= \frac{c}{n} \left(T_2 + \frac{1}{2} \sum_{k \geq 3} k^2T_k\right) \leq \frac{c}{n} \left(\frac{n}{3} + \frac{n}{2}\right) = \frac{5c}{6},$$

where Condition (B) was used in the second-to-last step. Provided that $p$ is chosen sufficiently large to make $c < 6/5$, the expected number of collisions is therefore less than one. By Markov’s inequality, this means that the expected number of trials needed to satisfy Condition (A) is bounded by a constant.

We now turn to Conditions (B) and (C). Take $b_j = |\{x \in S : g(x) = j\}|$ as above, for $j = 0, \ldots, m-1$, and define $C_i = \sum_{j=0}^{m-1} \binom{b_j}{i} = \sum_{X \in \binom{S}{i}} \delta(X)$, for $i = 0, 1, \ldots$ The following relation between the quantities $T_k$ and $C_i$ is obtained from the “classical” Bonferroni inequalities \cite{7}. Inequality I2 by summation over all $j \in \{0, \ldots, m-1\}$.

**Proposition 6.** For all integers $k, l \geq 0$,

$$(-1)^l \cdot \left( T_k - \sum_{i=k}^{k+l} (-1)^{i-k} \binom{i}{k} C_i \right) \leq 0.$$
We now find
\[
\sum_{k \geq 3} k^2 T_k = \sum_{k \geq 1} k^2 T_k - T_1 - 4T_2
\]
\[
= \sum_{j=0}^{m-1} \left( 2 \binom{b_j}{2} + \binom{b_j}{1} \right) - T_1 - 4T_2 = 2C_2 + C_1 - T_1 - 4T_2.
\]

Continuing using Proposition 6, we obtain
\[
\sum_{k \geq 3} k^2 T_k \leq 2C_2 + C_1 - (C_1 - 2C_2 + 3C_3 - 4C_4 + 5C_5 - 6C_6)
\]
\[
- 4(C_2 - 3C_3 + 6C_4 - 10C_5) = 9C_3 - 20C_4 + 35C_5 + 6C_6.
\]

Consider repeated trials that pick \( g \) randomly from \( \mathcal{H}_{p,m}^t \). For \( i = 1, \ldots, t \),
\[
E(C_i) = \binom{n}{i} \mu_{m,i} \leq \frac{n^i}{i!} \cdot cm^{1-i} = c \cdot \frac{\alpha^{i-1}}{i!} n,
\]
where \( \alpha = n/m \) is the load factor. Moreover, for every fixed \( t \),
\[
E(C_i) \geq (1 - O(\frac{1}{n})) \cdot \frac{\alpha^{i-1}}{i!} n.
\]

The upper and lower bounds on \( E(C_i) \) show that for fixed \( t \geq 6 \),
\[
E\left( \sum_{k \geq 3} k^2 T_k \right) \leq (1 + O(\frac{1}{n})) \cdot cn\phi(\alpha),
\]
where \( \phi(\alpha) = \frac{9}{3!} \alpha^2 - \frac{20}{4!} \alpha^3 + \frac{35}{5!} \alpha^4 + \frac{6}{6!} \alpha^5 \). We are interested only in the range \( 0 < \alpha \leq 1 \), corresponding to \( m \geq n \). It is easy to see that \( \phi \) is increasing in this range, so that \( \phi(\alpha) \leq \phi(1) = \frac{29}{30} \). Thus, provided that \( \nu \) is sufficiently small and \( p \) is sufficiently large to make \( \frac{29}{30} (1 + \nu) c < 1 \), the expected number of trials needed to satisfy Condition (B) is bounded by a constant for sufficiently large values of \( n \).

The analysis in the case of Condition (C) is similar. We first observe that
\[
T_1 + \sum_{k \geq 1} T_k = T_1 + (m - T_0).
\]
By Proposition 6, for all even \( l \geq 2 \) we have
\[
T_1 + \sum_{k \geq 1} T_k \geq \sum_{i=1}^{l} (-1)^{i-1} (i + 1) C_i
\]
and, if \( t \geq l \),
\[
E\left( T_1 + \sum_{k \geq 1} T_k \right) \geq (1 - O(\frac{1}{n})) n \cdot \sum_{i=1}^{l} (-1)^{i-1} \frac{i + 1}{i!} \alpha^{i-1}.
\]
Consider the infinite series
\[ \psi(\alpha) = \sum_{i=1}^{\infty} (-1)^{i-1} \frac{i+1}{i!} \alpha^{i-1} = e^{-\alpha} + \frac{1}{\alpha}(1 - e^{-\alpha}). \]

We have \( \psi(1) = 1 \), and differentiation shows that \( \psi'(\alpha) < 0 \) for \( 0 < \alpha \leq 1 \), so that \( \psi(\alpha) > 1 \) for all \( \alpha \) with \( 0 < \alpha < 1 \). It follows that if \( \nu \) is sufficiently small and \( n \) and \( t \) are sufficiently large, the expected number of trials needed to satisfy Condition (C) is bounded by a constant.

We have shown how to satisfy Conditions (B) and (C) separately. However, we need to satisfy the two conditions simultaneously. We argue that this is possible by showing that for \( i \leq t/2 \), the random quantity \( C_i \) is sharply concentrated around its mean, so that picking \( g \) at random from \( H_{p,s}^t \) for suitable \( p \) and \( t \) satisfies (B) and (C) not only with a probability that is bounded away from zero, but in fact with a probability that tends to 1 as \( n \) tends to infinity. By Chebyshev’s inequality, it suffices to prove that \( \text{Var}(C_i) = O(n) \). This fact, which we establish below, completes the overall argument.

**Theorem 7.** Let \( n, s \) and \( t \) be positive integers, \( p \) a prime, \( i \leq t/2 \) a nonnegative integer and \( S \) a subset of \( \{0, \ldots, p-1\} \) of size \( n \) such that \( \alpha = n/s \), \( i \) and \( ts/p \) are all bounded by constants. Suppose that \( h \) is drawn uniformly at random from \( H_{p,s}^t \) and define \( b_j = |\{x \in S : h(x) = j\}| \), for \( j = 0, \ldots, s-1 \), and \( C_i = \sum_{j=0}^{s-1} (b_j^i) \). Then \( \text{Var}(C_i) = O(n) \).

**Proof.** Assume that \( i \geq 1 \), since the claim is obvious for \( i = 0 \). As argued near the beginning of this section, the value of \( E(\delta(X)) \), where \( X \) is a nonempty subset of \( S \) of size \( k \leq t \), depends only on \( k \); we denote this quantity by \( \mu_k \). Now

\[
\text{Var}(C_i) = E((C_i - E(C_i))^2) = E\left( \left( \sum_{X \in \binom{S}{i}} (\delta(X) - \mu_i)^2 \right) \right)
\]

\[
= \sum_{X,Y \in \binom{S}{i}} E((\delta(X) - \mu_i)(\delta(Y) - \mu_i)) = \sum_{X,Y \in \binom{S}{i}} (E(\delta(X)\delta(Y)) - \mu_i^2)
\]

\[
\leq \sum_{X,Y \in \binom{S}{i}} E(\delta(X \cup Y)) = \sum_{k=i}^{2i} \sum_{\substack{|X \cup Y| = k \\ X,Y \in \binom{S}{i}}} \mu_k.
\]

The term-by-term validity of the last inequality above is immediate in the case of overlapping sets \( X \) and \( Y \), for which \( \delta(X)\delta(Y) = \delta(X \cup Y) \). When \( X \) and \( Y \) are disjoint, on the other hand, \( \delta(X) \) and \( \delta(Y) \) are independent, since \( 2i \leq t \), so that the left-hand term is zero. Let \( i \leq k \leq 2i \). Since \( i \) is bounded by a constant, the number of pairs of subsets \( X,Y \in \binom{S}{i} \) with \( |X \cup Y| = k \) is \( O(n^k) \). Moreover, \( \mu_k \leq cs^{1-k} \), where \( c = (1 + s/p)^t \leq e^{ts/p} \) is bounded by a constant. Hence

\[
\text{Var}(C_i) = O\left( \sum_{k=i}^{2i} n^k \cdot s^{1-k} \right) = O\left( n \cdot \sum_{k=i}^{2i} \alpha^{k-1} \right) = O(n).
\]
If \( n \) is not odd, as required by our analysis in Section 3, and \( S \neq U \), we can choose an element \( x \in U \setminus S \) and compute a minimal perfect hash function \( h \) for the key set \( S \cup \{ x \} \). Subsequently, by adding the same constant to all displacements, modulo \( n + 1 \), we “rotate” \( h \) to obtain a minimal perfect hash function \( h' \) for \( S \cup \{ x \} \) with \( h'(x) = n \). The function \( h' \) is also a minimal perfect hash function for \( S \). We summarize our findings as follows.

**Theorem 8.** For every fixed \( \epsilon > 0 \), there is an integer constant \( t \geq 1 \) such that for every integer \( w \geq 1 \), every subset \( S \) of \( \{0, \ldots, 2^w - 1\} \) of size \( n \geq 1 \) and every given prime \( p > \max(S \cup \{ tn \}) \) of \( O(w) \) bits, we can, in \( O(n) \) expected time on a unit-cost RAM with a word length of \( w \) bits, compute a positive integer \( m \leq (1 + \epsilon)n \), the coefficients of functions \( f \in \mathcal{H}_{p,n}^2 \) and \( g \in \mathcal{H}_{p,m}^1 \) and integers \( d_0, \ldots, d_{m-1} \) such that the function \( x \mapsto (f(x) + d_{g(x)}) \mod n' \) maps \( S \) injectively to \( \{0, \ldots, n - 1\} \). Here \( n' = n \) if \( n \) is odd, and \( n' = n + 1 \) if \( n \) is even.

**References**

Abstract. We present a simple and efficient dictionary with worst case constant lookup time, equaling the theoretical performance of the classic dynamic perfect hashing scheme of Dietzfelbinger et al. The space usage is similar to that of binary search trees, i.e., three words per key on average. The practicality of the scheme is backed by extensive experiments and comparisons with known methods, showing it to be quite competitive also in the average case.

1 Introduction

The dictionary data structure is ubiquitous in computer science. A dictionary is used to maintain a set \( S \) under insertion and deletion of elements (referred to as keys) from a universe \( U \). Membership queries (“\( x \in S \)?”) provide access to the data. In case of a positive answer the dictionary also provides a piece of satellite data that was associated with \( x \) when it was inserted.

A large literature, briefly surveyed in Sect. [1], is devoted to practical and theoretical aspects of dictionaries. It is common to study the case where keys are bit strings in \( U = \{0, 1\}^w \) and \( w \) is the word length of the computer (for theoretical purposes modeled as a RAM). Section [2] briefly discusses this restriction. It is usually, though not always, clear how to return associated information once membership has been determined. E.g., in all methods discussed in this paper, the associated information of \( x \in S \) can be stored together with \( x \) in a hash table. Therefore we disregard the time and space used to handle associated information and concentrate on the problem of maintaining \( S \). In the following we let \( n \) denote \(|S|\).

The most efficient dictionaries, in theory and in practice, are based on hashing techniques. The main performance parameters are of course lookup time, update time, and space. In theory there is no trade-off between these. One can simultaneously achieve constant lookup time, expected amortized constant update time, and space within a constant factor of the information theoretical minimum of \( B = \log\left(\frac{|U|}{n}\right) \) bits [3]. In practice, however, the various constant factors are crucial for many applications. In particular, lookup time is a critical parameter. It is well known that the expected time for all operations can
be made a factor \((1 + \varepsilon)\) from optimal (one universal hash function evaluation, one memory lookup) if space \(O(n/\varepsilon)\) is allowed. Therefore the challenge is to combine speed with a reasonable space usage. In particular, we only consider schemes using \(O(n)\) words of space.

The contribution of this paper is a new, simple hashing scheme called \textit{cuckoo hashing}. A description and analysis of the scheme is given in Sect. 3, showing that it possesses the same theoretical properties as the dynamic dictionary of Dietzfelbinger et al. \cite{dietzfelbinger1997analysis}. That is, it has worst case constant lookup time and amortized expected constant time for updates. A special feature of the lookup procedure is that (disregarding accesses to a small hash function description) there are just two memory accesses, which are independent and can be done in parallel if this is supported by the hardware. Our scheme works for space similar to that of binary search trees, i.e., three words per key in \(S\) on average.

Using weaker hash functions than those required for our analysis, cuckoo hashing is very simple to implement. Section 4 describes such an implementation, and reports on extensive experiments and comparisons with the most commonly used methods, having no worst case guarantee on lookup time. Our experiments show the scheme to be quite competitive, especially when the dictionary is small enough to fit in cache. We thus believe it to be attractive in practice, when a worst case guarantee on lookups is desired.

1.1 Previous Work

Hashing, first described by Dumey \cite{dumey1956hash}, emerged in the 1950s as a space efficient heuristic for fast retrieval of keys in sparse tables. Knuth surveys the most important classical hashing methods in \cite[Sect. 6.4]{knuth1998art}. These methods also seem to prevail in practice. The most prominent, and the basis for our experiments in Sect. 4, are CHAINED HASHING (with separate chaining), LINEAR PROBING and DOUBLE HASHING. We refer to \cite[Sect. 6.4]{knuth1998art} for a general description of these schemes, and detail our implementation in Sect. 4.

Theoretical Work. Early theoretical analysis of hashing schemes was typically done under the assumption that hash function values were uniformly random and independent. Precise analyses of the average and expected worst case behaviors of the abovementioned schemes have been made, see e.g. \cite{dietzfelbinger1997analysis}. We mention just that for LINEAR PROBING and DOUBLE HASHING the expected longest probe sequence is of length \(\Omega(\log n)\). In DOUBLE HASHING there is even no bound on the length of unsuccessful searches. For CHAINED HASHING the expected maximum chain length is \(\Theta(\log n/\log \log n)\).

Though the results seem to agree with practice, the randomness assumptions used for the above analyses are questionable in applications. Carter and Wegman \cite{carter1980universal} succeeded in removing such assumptions from the analysis of chained hashing, introducing the concept of \textit{universal} hash function families. When implemented with a random function from Carter and Wegman’s universal family, chained hashing has constant expected time per dictionary operation (plus an amortized expected constant cost for resizing the table).
A dictionary with worst case constant lookup time was first obtained by Fredman, Komlós and Szemerédi [10], though it was static, i.e., did not support updates. It was later augmented with insertions and deletions in amortized expected constant time by Dietzfelbinger et al. [7]. Dietzfelbinger and Meyer auf der Heide [8] improved the update performance by exhibiting a dictionary in which operations are done in constant time with high probability, i.e., probability at least \( 1 - n^{-c} \), where \( c \) is any constant of our choice. A simpler dictionary with the same properties was later developed [5]. When \( n = |U|^{1-o(1)} \) a space usage of \( O(n) \) words is not within a constant factor of the information theoretical minimum. The dictionary of Brodnik and Munro [3] offers the same performance as [7], using \( O(B) \) bits in all cases.

**Experimental Work.** Although the above results leave little to improve from a theoretical point of view, large constant factors and complicated implementation hinder direct practical use. For example, the “dynamic perfect hashing” scheme of [7] uses more than \( 35n \) words of memory. The authors of [7] refer to a more practical variant due to Wenzel that uses space comparable to that of binary search trees. According to [16], the implementation of this variant in the LEDA library [17], described in [21], has average insertion time larger than that of AVL trees for \( n \leq 2^{17} \), and more than four times slower than insertions in chained hashing. The experimental results listed in [17, Table 5.2] show a gap of more than a factor of 6 between the update performance of chained hashing and dynamic perfect hashing, and a factor of more than 2 for lookups.

Silverstein [20] explores ways of improving space as well as time of the dynamic perfect hashing scheme of [7], improving both the observed time and space by a factor of roughly three. Still, the improved scheme needs 2 to 3 times more space than linear probing to achieve similar time per operation. It should be noted that emphasis in [20] is very much on space efficiency. For example, the hash tables of both methods are stored in a packed representation, presumably slowing down linear probing considerably.

A survey of experimental work on dictionaries that do not have worst case constant lookup time is beyond the scope of this paper. However, we do remark that Knuth’s selection of algorithms seems to be in agreement with current practice for implementation of general purpose dictionaries. In particular, the excellent cache usage of **Linear Probing** makes it a prime choice on modern architectures.

## 2 Preliminaries

Our algorithm uses hash functions from a *universal* family.

**Definition 1.** A family \( \{h_i\}_{i \in I} \), \( h_i : U \rightarrow R \), is \((c,k)\)-universal if, for any \( k \) distinct elements \( x_1, \ldots, x_k \in U \), any \( y_1, \ldots, y_k \in R \), and uniformly random \( i \in I \), \( \Pr[h_i(x_1) = y_1, \ldots, h_i(x_k) = y_k] \leq c/|R|^k \).

\(^1\) On a Linux PC with an Intel Pentium 120 MHz processor.

\(^2\) On a 300 MHz SUN ULTRA SPARC.
A standard construction of a \((2, k)-universal\) family for \(U = \{0, \ldots, p - 1\}\) and range \(R = \{0, \ldots, r - 1\}\), where \(p\) is prime, contains, for every choice of \(0 \leq a_0, a_1, \ldots, a_{k-1} < p\), the function \(h(x) = ((\sum_{l=0}^{k-1} a_l x^l) \mod p) \mod r\).

We assume that keys from \(U\) fit in a single machine word, i.e., \(U = \{0, 1\}\). This is not a serious restriction, as long keys can be mapped to short keys by choosing a random function from a \((O(1), 2)\)-universal family for each word of the key, mapping the key to the bitwise exclusive or of the individual function values \([4]\). A function chosen in this way can be used to map \(S\) injectively to \(\{0, 1\}^{2 \log n + O(1)}\), thus effectively reducing the universe size to \(O(n^2)\). In fact, with constant probability the function is injective on a given sequence of \(n\) consecutive sets in a dictionary (see \([7]\)). A result of Siegel \([19]\) says that for any constant \(\epsilon > 0\), if the universe is of size \(n^{O(1)}\) there is an \((O(1), O(\log n))\)-universal family that can be evaluated in constant time, using space and initialization time \(O(n^\epsilon)\). However, the constant factor of the evaluation time is rather high.

We reserve a special value \(\perp\) in \(U\) to signal an empty cell in hash tables. For Double Hashing an additional special value is used to indicate a deleted key.

### 3 Cuckoo Hashing

Cuckoo hashing is a dynamization of a static dictionary described in \([18]\). The dictionary uses two hash tables, \(T_1\) and \(T_2\), of length \(r\) and two hash functions \(h_1, h_2 : U \to \{0, \ldots, r - 1\}\). Every key \(x \in S\) is stored in cell \(h_1(x)\) of \(T_1\) or \(h_2(x)\) of \(T_2\), but never in both. Our lookup function is

```plaintext
function lookup(x)
    return T_1[h_1(x)] = x \lor T_2[h_2(x)] = x.
end;
```

We remark that the idea of storing keys in one out of two places given by hash functions previously appeared in \([12]\) in the context of PRAM simulation, and in \([11]\) for a variant of chained hashing. It is shown in \([18]\) that if \(r \geq (1 + \epsilon)n\) for some constant \(\epsilon > 0\) (i.e., the tables are to be a bit less than half full), and \(h_1, h_2\) are picked uniformly at random from an \((O(1), O(\log n))\)-universal family, the probability that there is no way of arranging the keys of \(S\) according to \(h_1\) and \(h_2\) is \(O(1/n)\). A slightly weaker conclusion, not sufficient for our purposes, was derived in \([12]\). A suitable arrangement was shown in \([18]\) to be computable in linear time by a reduction to 2-sat.

We now consider a simple dynamization of the above. Deletion is of course simple to perform in constant time, not counting the possible cost of shrinking the tables if they are becoming too sparse. As for insertion, it turns out that the “cuckoo approach”, kicking other keys away until every key has its own “nest”, works very well. Specifically, if \(x\) is to be inserted we first see if cell \(h_1(x)\) of \(T_1\) is occupied. If not, we are done. Otherwise we set \(T_1[h_1(x)] \leftarrow x\) anyway, thus making the previous occupant “nestless”. This key is then inserted in \(T_2\) in the same way, and so forth. As it may happen that this process loops, the number of iterations is bounded by a value “MaxLoop” to be specified below.
If this number of iterations is reached, everything is rehashed with new hash functions, and we try once again to accommodate the nestless key. Using the notation \(x \leftrightarrow y\) to express that the values of variables \(x\) and \(y\) are swapped, the following code summarizes the insertion procedure.

```plaintext
procedure insert(x)
    if lookup(x) then return;
    loop MaxLoop times
        if \(T_1[h_1(x)] = \bot\) then \{ \(T_1[h_1(x)] \leftarrow x;\) return; \}
        \(x \leftrightarrow T_1[h_1(x)];\)
        if \(T_2[h_2(x)] = \bot\) then \{ \(T_2[h_2(x)] \leftarrow x;\) return; \}
        \(x \leftrightarrow T_2[h_2(x)];\)
    end loop
    rehash(); insert(x);
end;
```

The above procedure assumes that the tables remain larger than \((1 + \epsilon) n\) cells. When no such bound is known, a test must be done to find out when a rehash to larger tables is needed. Note that the insertion procedure is biased towards inserting keys in \(T_1\). As seen in Section 4.1.1, this leads to faster successful lookups.

### 3.1 Analysis

We first show that if the insertion procedure loops for \(\text{MaxLoop} = \infty\), it is not possible to accommodate all the keys of the new set using the present hash functions. Consider the sequence \(a_1, a_2, \ldots\) of nestless keys in the infinite loop. For \(i, j \geq 1\) we define \(A_{i,j} = \{a_i, \ldots, a_j\}\). Let \(j\) be the smallest index such that \(a_j \in A_{1,j-1}\). At the time when \(a_j\) becomes nestless for the second time, the change in the tables relative to the configuration before the insertion is that \(a_k\) is now in the previous location of \(a_{k+1}\), for \(1 \leq k < j\). Let \(i < j\) be the index such that \(a_i = a_j\). We now consider what happens when \(a_j\) is nestless for the second time. If \(i > 1\) then \(a_j\) reclaims its previous location, occupied by \(a_{i-1}\). If \(i > 2\) then \(a_{i-1}\) subsequently reclaims its previous position, which is occupied by \(a_{i-2}\), and so forth. Thus we have \(a_{i+z} = a_{i-z}\) for \(z = 0, 1, \ldots, i - 1\), and end up with \(a_1\) occurring again as \(a_{i+j-1}\). Define \(s_k = |h_1[A_{1,k}]| + |h_2[A_{1,k}]|\), i.e., the number of table cells available to \(A_{1,k}\). Obviously \(s_k \leq s_{k-1} + 1\), as every key \(a_i, i > 1\), has either \(h_1(a_i) = h_1(a_{i-1})\) or \(h_2(a_i) = h_2(a_{i-1})\). In fact, \(s_{j-1} = s_{j-2} \leq j - 1\), because the key \(a_j\) found in \(T_1[h_1(a_{j-1})]\) or \(T_2[h_2(a_{j-1})]\) occurred earlier in the sequence. As all of the keys \(a_j, \ldots, a_{j+i-1}\) appeared earlier in the sequence, we have \(s_{j+i-2} = s_{j-2}\). Let \(j'\) be the minimum index such that \(j' > j\) and \(a_{j'} \in A_{1,j'-1}\). Similar to before we have \(s_{j'-1} = s_{j'-2}\). In conclusion, \(|A_{1,j'-1}| = j' - i\) and \(s_{j'-1} = s_{j'-2} \leq s_{j+i-2} + (j' - 2) - (j + i - 2) = s_{j-2} + j' - j - i < j' - i\). Thus, there are not sufficiently many cells to accommodate \(A_{i,j'-1}\) for the current choice of hash functions.

In conjunction with the result from [18], the above shows that the insertion procedure loops without limit with probability \(O(1/n)\). We now turn to
the analysis for the case where there is no such loop, showing that the insertion procedure terminates in $O(1)$ iterations, in the expected sense. Consider a prefix $a_1, a_2, \ldots, a_l$ of the sequence of nestless keys. The crucial fact is that there must be a subsequence of at least $l/3$ keys without repetitions, starting with an occurrence of the key $a_1$, i.e., the inserted key. As earlier, we pick $i$ and $j$, $i < j$, such that $a_i = a_j$ and $j$ is minimal, and once again we have $a_{i+z} = a_{i-z}$ for $z = 0, 1, \ldots, i-1$. There can be no index $j' > j + i - 1$ such that $a_{j'} \in A_{1, j'-1}$, in that our earlier argument showed that the set cannot be accommodated when such indices $i$, $j$ and $j'$ can be chosen. This means that both of the sequences $a_1, \ldots, a_{j-1}$ and $a_{j+i-1}, \ldots, a_l$ have no repetitions. As $a_1 = a_{j+i-1}$ and $i < j$, one of the sequences must be the desired one of length at least $l/3$.

Suppose that the insertion loop runs for at least $t$ iterations. By the above there is a sequence of distinct keys $b_1, \ldots, b_m$, $m \geq (2t - 1)/3$, such that $b_1$ is the key to be inserted, and such that for some $\beta \in \{0, 1\}$

$$h_{2-\beta}(b_1) = h_{2-\beta}(b_2), \ h_{1+\beta}(b_2) = h_{1+\beta}(b_3), \ h_{2-\beta}(b_3) = h_{2-\beta}(b_4), \ldots \quad (1)$$

Given $b_1$ there are at most $n^{m-1}$ sequences of $m$ distinct keys. For any such sequence and any $\beta \in \{0, 1\}$, if the hash functions were chosen from a $(c,m)$-universal family, the probability that $(1)$ holds is bounded by $cr^{-m-1}$. Thus, the probability that there is any sequence of length $m$ satisfying $(1)$ is bounded by $2c(n/r)^{m-1} \leq 2c(1+\epsilon)^{(2t-1)/3+1}$. Suppose we use a $(c, 6\log_{1+\epsilon} n)$-universal family, for some constant $c$ (e.g., Siegel’s family with constant time evaluation [14]). Then the probability of more than $3\log_{1+\epsilon} n$ iterations is $O(1/n^2)$. Thus, we can set $\text{MaxLoop} = 3\log_{1+\epsilon} n$ with a negligible increase in the probability of a rehash. When there is no rehash the expected number of iterations is at most

$$1 + \sum_{t=2}^{\infty} 2c(1+\epsilon)^{-(2t-1)/3+1} = O(1 + 1/\epsilon) \ .$$

A rehash has no failed insertions with probability $1 - O(1/n)$. In this case, the expected time per insertion is constant, so the expected time is $O(n)$. As the probability of having to start over with new hash functions is bounded away from 1, the total expected time for a rehash is $O(n)$. This implies that the expected time for insertion is constant if $r \geq (1+\epsilon)(n + 1)$. Resizing of tables can be done in amortized expected constant time per update by the usual doubling/halving technique.

4 Experiments

To examine the practicality of Cuckoo Hashing we experimentally compare it to three well known hashing methods, Chained Hashing (with separate chaining), Linear Probing and Double Hashing, as described in [14, Sect. 6.4]. We also consider Two-Way Chaining [11], implemented in a cache-friendly way, as recently suggested in [2].
4.1 Data Structure Design and Implementation

We consider positive 32 bit signed integer keys and use 0 as $\perp$. The data structures are robust in that they correctly handle attempts to insert an element already in the set, and attempts to delete an element not in the set. A slightly faster implementation can be obtained if this is known not to occur.

Our focus is on achieving high performance dictionary operations with a reasonable space usage. By the load factor of a dictionary we will understand the size of the set relative to the memory used. As seen in Fig. 44, there is not much to be gained in terms of average number of probes for the classic schemes by going for load factor below, say, 1/2 or 1/3. As Cuckoo Hashing only works when the size of each table is larger than the size of the set, we can only perform a comparison for load factors less than 1/2. To allow for doubling and halving of the table size, we allow the load factor to vary between 1/5 and 1/2, focusing especially on the “typical” load factor of 1/3. For Cuckoo Hashing and Two-Way Chaining there is a chance that an insertion may fail, causing a “forced rehash”. If the load factor is larger than a certain threshold, somewhat arbitrarily set to 5/12, we use the opportunity to double the table size. By our experiments this only slightly decreases the average load factor.

Apart from Chained Hashing, the schemes considered have in common the fact that they have only been analyzed under randomness assumptions that are currently, or inherently, unpractical to implement ($O(\log n)$-wise independence or $n$-wise independence). However, experience shows that rather simple and efficient hash function families yield performance close to that predicted under stronger randomness assumptions. We use a function family from with range $\{0, 1\}^q$ for positive integer $q$. For every odd $a$, $0 < a < 2^w$, the family contains the function $h_a(x) = (ax \mod 2^w) \div 2^{w-q}$. Note that evaluation can be done by a 32 bit multiplication and a shift. This choice of hash function restricts us to consider hash tables whose sizes are powers of two. A random function from the family (chosen using C’s rand function) appears to work fine with all schemes except Cuckoo Hashing. For Cuckoo Hashing we found that using a (1,3)-universal family resulted in fewer forced rehashes than when using a (1,2)-universal family. However, it turned out that the exclusive or of three independently chosen functions from the family of was faster and worked equally well. We have no good explanation for this phenomenon. For all schemes, various other families were tried, with a decrease in performance.

All methods have been implemented in C. We have striven to obtain the fastest possible implementation of each scheme. Details differing from the references and specific choices made are:

Chained Hashing. We store the first element of each linked list directly in the hash table. This often saves one cache miss, and slightly decreases memory usage, in the expected sense, as every non-empty chained list is one element shorter. C’s malloc and free functions were found to be a performance

---

3 For Chained Hashing, the notion of load factor traditionally disregards the space used for chained lists, but we desire equal load factors to imply equal memory usage.
bottleneck, so a simple “free list” memory allocation scheme is used. Half of the allocated memory is used for the hash table, and half for list elements. If the data structure runs out of free list elements, its size is doubled.

**Double Hashing.** Deletions are handled by putting a “deleted” marker in the cell of the deleted key. Queries skip over deleted cells, while insertions overwrite them. To prevent the tables from clogging up with deleted cells, resulting in poor performance for unsuccessful lookups, all keys are rehashed when \( \frac{2}{3} \) of the hash table is occupied by keys and “deleted” markers.

**Two-Way Chaining.** We allow four keys in each bucket. This is enough to keep the probability of a forced rehash low for hundreds of thousands of keys, by the results in [2]. For larger collections of keys one should allow more keys in each bucket, resulting in general performance degradation.

**Cuckoo Hashing.** The architecture on which we experimented could not parallelize the two memory accesses in lookups. Therefore we only evaluate the second hash function after the first memory lookup has shown unsuccessful.

Some experiments were done with variants of Cuckoo Hashing. In particular, we considered Asymmetric Cuckoo, in which the first table is twice the size of the second one. This results in more keys residing in the first table, thus giving a slightly better average performance for successful lookups. For example, after a long sequence of alternate insertions and deletions at load factor \( \frac{1}{3} \), we found that about 76% of the elements resided in the first table of Asymmetric Cuckoo, as opposed to 63% for Cuckoo Hashing. There is no significant slowdown for other operations. We will describe the results for Asymmetric Cuckoo when they differ significantly from those of Cuckoo Hashing.

### 4.2 Setup and Results

Our experiments were performed on a PC running Linux (kernel version 2.2) with an 800 MHz Intel Pentium III processor, and 256 MB of memory (PC100 RAM). The processor has a 16 KB level 1 data cache and a 256 KB level 2 “advanced transfer” cache. Our results can be explained in terms of processor, cache and memory speed in our machine, and are thus believed to have significance for other configurations. An advantage of using the Pentium processor for timing experiments is its `rdtsc` instruction which can be used to measure time in clock cycles. This gives access to very precise data on the behavior of functions. Programs were compiled using the `gcc` compiler version 2.95.2, using optimization flags `-O9 -DCPU=586 -march=i586 -fomit-frame-pointer -finline-functions -fforce-mem -funroll-loops -fno-rtti`. As mentioned earlier, we use a global clock cycle counter to time operations. If the number of clock cycles spent exceeds 5000, and there was no rehash, we conclude that the call was interrupted, and disregard the result (it was empirically observed that no operation ever took between 2000 and 5000 clock cycles). If a rehash is made, we have no way of filtering away time spent in interrupts. However, all tests were made on a machine with no irrelevant user processes, so disturbances should be minimal.
Our first test was designed to model the situation in which the size of the dictionary is not changing too much. It considers a sequence of mixed operations generated at random. We constructed the test operation sequences from a collection of high quality random bits publicly available on the Internet [15]. The sequences start by insertion of \( n \) distinct random keys, followed by \( 3n \) times four operations: A random unsuccessful lookup, a random successful lookup, a random deletion, and a random insertion. We timed the operations in the “equilibrium”, where the number of elements is stable. For load factor \( 1/3 \) our results appear in Fig. 1, which shows an average over 10 runs. As Linear Probing was consistently faster than Double Hashing, we chose it as the sole open addressing scheme in the plots. Time for forced rehashes was added to the insertion time. Results had a large variance for sets of size \( 2^{10} \) to \( 2^{12} \) – outside this range the extreme values deviated from the average by less than about 7%.

As can be seen, the time for lookups is almost identical for all schemes as long as the entire data structure resides in level 2 cache. After this the average number of random memory accesses (with the probability of a cache miss approaching 1) shows up. Filling a cache line seems to take around 160 clock cycles, with the memory location looked up arriving at the processor after about 80 clock cycles on average. This makes linear probing an average case winner, with Cuckoo Hashing and Two-Way Chaining following about half a cache miss behind. For insertion the number of random memory accesses again dominates the picture for large sets, while the higher number of in-cache accesses and more computation makes Cuckoo Hashing, and in particular Two-Way chaining, relatively slow for small sets. The cost of forced rehashes sets in for Two-Way Chaining for sets of more than a million elements, at which point better results may have been obtained by a larger bucket size. For deletion Chained Hashing lags behind for large sets due to random memory accesses when freeing list elements, while the simplicity of Cuckoo Hashing makes it the fastest scheme. We believe that the slight rise in time for the largest sets in the test is due to saturation of the bus, as the machine runs out of memory and begins swapping. It is interesting to note that all schemes would run much faster if the random memory accesses could bypass the cache (using perhaps 20 clock cycles per random memory access on our machine).

The second test concerns the cost of insertions in growing dictionaries and deletions in shrinking dictionaries. Together with Fig. 1 this should give a fairly complete picture of the performance of the data structures under general sequences of operations. The first operation sequence inserts \( n \) distinct random keys, while the second one deletes them. The plot is shown in Fig. 2. For small sets the time per operation seems unstable, and dominated by memory allocation overhead (if minimum table size \( 2^{10} \) is used, the curves become monotone). For sets of more than \( 2^{12} \) elements the largest deviation from the averages over 10 runs was about 6%. Disregarding the constant minimum amount of memory used by any dictionary, the average load factor during insertions was within 2% of 1/3 for all schemes except Chained Hashing whose average load factor was
Fig. 1. The average time per operation in equilibrium for load factor 1/3.

Fig. 2. The average time per insertion/deletion in a growing/shrinking dictionary for average load factor \( \approx 1/3 \).
about 0.31. During deletions all schemes had average load factor 0.28. Again the winner is LINEAR PROBING. We believe this is largely due to very fast rehashes.

Access to data in a dictionary is rarely random in practice. In particular, the cache is more helpful than in the above random tests, for example due to repeated lookups of the same key, and quick deletions. As a rule of thumb, the time for such operations will be similar to the time when all of the data structure is in cache. To perform actual tests of the dictionaries on more realistic data, we chose a representative subset of the dictionary tests of the 5th DIMACS implementation challenge [16]. The tests involving string keys were preprocessed by hashing strings to 32 bit integers, preserving the access pattern to keys. Each test was run six times – minimum and maximum average time per operation can be found in Table 1, which also lists the average load factor. Linear probing is again the fastest, but mostly only 20-30% faster than the CUCKOO schemes.

Table 1. Average clock cycles per operation and load factors for the DIMACS tests.

<table>
<thead>
<tr>
<th></th>
<th>Joyce</th>
<th>Eddington</th>
<th>3.11-Q-1</th>
<th>Smalltalk-2</th>
<th>3.2-Y-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LINEAR</td>
<td>42 - 45 (.35)</td>
<td>26 - 27 (.40)</td>
<td>99 - 103 (.30)</td>
<td>68 - 72 (.29)</td>
<td>85 - 88 (.32)</td>
</tr>
<tr>
<td>DOUBLE</td>
<td>48 - 53 (.35)</td>
<td>32 - 35 (.40)</td>
<td>116 - 142 (.30)</td>
<td>77 - 79 (.29)</td>
<td>98 - 102 (.32)</td>
</tr>
<tr>
<td>CHAINED</td>
<td>49 - 52 (.31)</td>
<td>36 - 38 (.28)</td>
<td>113 - 121 (.30)</td>
<td>78 - 82 (.29)</td>
<td>90 - 93 (.31)</td>
</tr>
<tr>
<td>A.CUCKOO</td>
<td>47 - 50 (.33)</td>
<td>37 - 39 (.32)</td>
<td>166 - 168 (.29)</td>
<td>87 - 95 (.29)</td>
<td>95 - 96 (.32)</td>
</tr>
<tr>
<td>CUCKOO</td>
<td>57 - 63 (.35)</td>
<td>41 - 45 (.40)</td>
<td>139 - 143 (.30)</td>
<td>90 - 96 (.29)</td>
<td>104 - 108 (.32)</td>
</tr>
<tr>
<td>TWO-WAY</td>
<td>82 - 84 (.34)</td>
<td>51 - 53 (.40)</td>
<td>159 - 199 (.30)</td>
<td>111 - 113 (.29)</td>
<td>133 - 138 (.32)</td>
</tr>
</tbody>
</table>

We have seen that the number of random memory accesses (i.e., cache misses) is critical to the performance of hashing schemes. Whereas there is a very precise understanding of the probe behavior of the classic schemes (under suitable randomness assumptions), the analysis of the expected time for insertions in Sect. 3.1 is rather crude, establishing just a constant upper bound. Figure 3 shows experimentally determined values for the average number of probes during insertion for various schemes and load factors below 1/2. We disregard reads and writes to locations known to be in cache, and the cost of rehashes. Measurements were made in “equilibrium” after $10^5$ insertions and deletions, using tables of size $2^{15}$ and truly random hash function values. It is believed that this curve is independent of the table size (up to vanishing terms). The curve for LINEAR PROBING does not appear, as the number of non-cached memory accesses depends on cache architecture (length of the cache line), but it is typically very close to 1. It should be remarked that the highest load factor for TWO-WAY CHAINING is $O(1/\log \log n)$.
5 Conclusion

We have presented a new dictionary with worst case constant lookup time. It is very simple to implement, and has average case performance comparable to the best previous dictionaries. Earlier schemes with worst case constant lookup time were more complicated to implement and had considerably worse average case performance. Several challenges remain. First of all an explicit practical hash function family that is provably good for the scheme has yet to be found. Secondly, we lack a precise understanding of why the scheme exhibits low constant factors. In particular, the curve of Fig. 3 and the fact that forced rehashes are rare for load factors quite close to $1/2$ need to be explained.
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Abstract. Variable fixing is an important technique when solving combinatorial optimization problems. Unique profitable variable values are detected with respect to the objective function and to the constraint structure of the problem. Relying on that specific structure, effective variable fixing algorithms (VFAs) are only suited for the problems they have been designed for. Frequently, new combinatorial optimization problems evolve as a combination of simpler structured problems. For such combinations, we show how VFAs for linear optimization problems can be coupled via Lagrangian relaxation. The method is applied on a multimedia problem incorporating a knapsack and a maximum weighted stable set problem.

1 Introduction

Reduction algorithms are of great importance when combinatorial optimization problems have to be solved exactly. The tightening of problem formulations within a branch-and-bound approach improves on the quality of the bounds computed as well as on the approach’s robustness. Given a maximization problem $P(x)$ where $x \in \{0, 1\}^n$, $n \in \mathbb{N}$, the idea of variable fixing is to use upper bound information to detect unique profitable assignments for a variable: If an upper bound on $P(x_{x_i=k})$, $k \in \{0, 1\}$, drops below the best known solution value, then we can set $x_i \leftarrow 1 - k$.

Frequently, constraints of optimization problems can be grouped such that the overall problem can be viewed as a combination of two or more simpler structured problems. Assuming that efficient variable fixing algorithms (VFAs) for these subproblems exist, their independent application usually does not yield an effective algorithm to perform variable fixing for the combined problem. The reason for this is that tight bounds on the objective cannot be obtained by taking only a subset of the constraints into account.

For a multimedia application incorporating a knapsack problem (KP) and a maximum weighted stable set problem (MWSSP) on an interval graph, we show exemplary how two VFAs for linear optimization problems can be coupled via Lagrangian relaxation to achieve an effective reduction algorithm for the combined problem.

* This work was partly supported by the German Science Foundation (DFG) project SFB-376, by the UP-TV project, partially funded by the IST program of the Commission of the European Union as project number 1999-20 751, and by the IST Programme of the EU under contract number IST-1999-14186 (ALCOM-FT).
The paper is structured as follows: In Section 2, we introduce the Automatic Recording Problem, that can be viewed as a combination of a knapsack problem and a MWSSP on interval graphs. In Section 3, we introduce an efficient VFA for the latter problem. Then, in Section 4, we show how it can be coupled with a previously developed VFA for KP via Lagrangian relaxation. Finally, in Section 5, we give numerical results.

2 The Automatic Recording Problem

The Automatic Recording Problem (ARP) is an example of a problem that is constituted by two simpler substructures. We focus on algorithms that solve the problem exactly and give a tightened formulation of the ARP as an integer program (IP).

The technology of digital television offers new possibilities for individualized services that cannot be provided by nowadays analog broadcasts. Additional information like classification of content, or starting and ending times can be submitted within the digital broadcast stream. With those informations at hand, new services can be provided that make use of individual profiles and maximize customer satisfaction.

One service – which is available already today – is an "intelligent" digital video recorder that is aware of its users’ preferences and records automatically (see [2]). The recorder tries to match a given user profile with the information submitted by the different TV channels. E.g., a user may be interested in thrillers, the more recent the better. The digital video recorder is supposed to record movies such that the users’ satisfaction is maximized. As the number of channels may be enormous (more than 100 digital channels are possible), a service that automatically provides an individual selection is highly appreciated and subject of current research activities (for example within projects like UP-TV funded by the European Union or the TV-Anytime Forum).

In this context, two restrictions have to be met. First, the storage capacity is limited (10h of MPEG-2 video need about 18 GB). And second, only one video can be recorded at a time. More formally, we define the problem as follows:

Definition 1. Let $n \in \mathbb{N}, V = \{0, \ldots, n-1\}$ the set of movies, $\text{start}(i) < \text{end}(i) \ \forall i \in V$ the corresponding starting and ending times. $w = (w_i)_{0 \leq i < n} \in \mathbb{R}_+^n$ the storage requirements, $K \in \mathbb{R}_+$ the storage capacity, and $p = (p_i)_{0 \leq i < n} \in \mathbb{N}^n$ the profit vector.

We say that the interval $I_i := [\text{start}(i), \text{end}(i)]$ corresponds to movie $i \in V$, and call two movies $i, j \in V$ overlapping whose corresponding intervals overlap, i.e. $I_i \cap I_j \neq \emptyset$. For $X \subseteq V$ we call $p_X := \sum_{i \in X} p_i$ the user satisfaction (with respect to $X$).

The Automatic Recording Problem (ARP) then is to find a subset $X \subseteq V$ such that

(a) $X$ can be stored within the given disc size, i.e. $\sum_{i \in X} w_i \leq K$.
(b) at most one movie must be recorded at a time, i.e. $I_i \cap I_j = \emptyset \ \forall i \neq j \in X$
(c) $X$ maximizes the user satisfaction, i.e. $p_X \geq p_Y \ \forall Y \subseteq V, Y$ respecting (a),(b).

Obviously, even if all movies are pairwise non-overlapping (i.e., if restriction (b) is obsolete), it remains to solve a knapsack problem. Thus, the ARP is NP-hard. However, there is an FPTAS for the ARP. For details, we refer to [12].
2.1 A Mathematical Programming Formulation

Because the problem of finding and proving optimal solutions is of interest in its own right, and also because the FPTAS we developed is far too memory consuming to be of practical relevance, we focus on exact approaches to solve the ARP. Using mathematical programming, the problem can be stated as an integer program (IP):

Maximize \[ \sum_{0 \leq i < n} p_i x_i \]  
subject to  
\[ x_i + x_j \leq 1 \quad \forall 0 \leq i < j < n, I_i \cap I_j \neq \emptyset \]  
\[ \sum_{0 \leq i < n} w_i x_i \leq K \]  
x \in \{0, 1\}^n

The objective function maximizes the user satisfaction. Constraints of the form \( x_i + x_j \leq 1 \) ensure that for overlapping intervals \( I_i, I_j \) at most one movie can be selected. Storage restrictions are enforced by the last row. The formulation can be tightened by replacing the overlapping constraints with maximal clique constraints.

**Definition 2.** A set \( C \subseteq V \) is called a conflict clique, iff \( I_i \cap I_j \neq \emptyset \ \forall \ i, j \in C \). A conflict clique \( C \) is called maximal, iff \( \forall D \subseteq V, D \text{ conflict clique: } C \subseteq D \Rightarrow C = D \). Let \( M := \{C_0, \ldots, C_{m-1}\} \subseteq 2^V \) the set of maximal conflict cliques.

On interval graphs, the computation of maximal cliques can be performed in time \( \Theta(n \log n) \). Then, restrictions of the form \( \sum_{i \in C_p} x_i \leq 1 \ \forall 0 \leq p < m \) imply that \( x_i + x_j \leq 1 \) for all nodes \( i, j \in V \) whose corresponding intervals overlap. On the other hand, if \( x_i + x_j \leq 1 \) for all overlapping intervals, it is also true that \( \sum_{i \in C_p} x_i \leq 1 \ \forall 0 \leq p < m \). Thus, IP (1) is equivalent to

Maximize \[ \sum_{0 \leq i < n} p_i x_i \]  
subject to  
\[ \sum_{i \in C_p} x_i \leq 1 \quad \forall 0 \leq p < m \]  
\[ \sum_{0 \leq i < n} w_i x_i \leq K \]  
x \in \{0, 1\}^n

To solve a (mixed) integer program, branch-and-bound approaches have proofed to be efficient, widely applicable and thus are most commonly used. In every search node, a bound based on some (often continuous) relaxation is being computed. If that bound is worse than the objective value \( B \) of the incumbent solution, backtracking occurs. A successful application of the branch-and-bound paradigm relies heavily on tight bounds that can be computed quickly. Fixing variables can help to improve on the performance of a branch-and-bound search if the VFA is both, effective and efficient. Effective means, that the algorithm must have an impact, i.e., it has to be able to fix many variables, whereas the efficiency measures how quickly the routine works.

The effectivity of a VFA mainly depends on the quality of bounds it uses to estimate the impact of fixing a variable to one of its values. For the ARP, our experiments show that the continuous relaxation bound yields a good estimate on the solution quality that can be reached. Thus, it can be used for pruning purposes in a branch-and-bound approach. But it is not straight forward to see, how this bound could be used for fixing variables effectively, that is, other than by probing via full reoptimization, which is inefficient. On the other hand, the fixing of variables with respect to reduced cost information can be done quickly, but is not very effective.
The ARP can be viewed as a combination of two simpler optimization problems: a knapsack problem, and a MWSSP on an interval graph. For the knapsack problem, an efficient VFA exists \[4\]. It runs in time \( \Theta(n \log n) \), and in amortized linear time for \( \Omega(\log n) \) search nodes. In the following, we develop a VFA for the MWSSP substructure of the ARP.

3 Maximum Weighted Stable Set on Interval Graphs

On interval graphs, the problem of finding a maximum weighted stable set \[6\] can be solved easily in time \( (n \log n) \) \[7\]. However, the existing algorithms based on sweep line or dynamic programming approaches neither provide dual values for the maximal clique constraints (which is important for the coupling of VFAs as we shall see later), nor do they suggest how variable fixing could be performed efficiently.

3.1 A Mathematical Programming Approach

We present an algorithm based on mathematical programming for the MWSSP on interval graphs that provides us with dual information as a by product, and that can be extended to an efficient VFA for the problem. Due to space restrictions, we omit the proofs here. For details, please refer to \[12\].

Remark 1. \( S_0 p<m \ C_p = V \), because \( f \) is a conflict clique \( 8 i \in V \). Thus, there exists a maximal conflict clique \( C_p, 0 \leq p < m \), such that \( i \in C_p \).

Definition 3. We set \( \text{max}\_start : M \rightarrow \mathbb{N}, \text{max}\_start(C) := \max_{i \in C}\{\text{start}(i)\} \).

Lemma 1. The function \( \text{max}\_start \) is injective.

Without loss of generality, we may thus assume that the conflict cliques are ordered with respect to \( \text{max}\_start \), i.e. \( \text{max}\_start(C_p) < \text{max}\_start(C_q) \forall 0 \leq p < q < m \).

Lemma 2. Let \( 0 \leq p < r < m \) and \( i \in C_p \cap C_r \). Then, \( i \in C_q \forall p < q < r \).

Corollary 1. \( m \leq n \).

Definition 4. We set \( R_p := C_p \setminus C_{p+1} \forall 0 \leq p < m - 1 \) and \( R_{m-1} := C_{m-1} \), and call every such \( R_p \) a (max\_start) rest clique.

Remark 2. The rest cliques form a partition of \( V \).

Let \( C_0, \ldots, C_{m-1} \) denote the maximal conflict cliques ordered according to \( \text{max}\_start \), and consider IP (3) that evolves from IP (2) by dropping the capacity restriction.

The maximal conflict clique restrictions imply that \( x_i + x_j \leq 1 \) for all nodes \( i, j \in V \) whose corresponding intervals overlap. On the other hand, if \( x_i + x_j \leq 1 \) for all overlapping intervals \( I_i \) and \( I_j \), it is also true that \( \sum_{i \in C_p} x_i \leq 1 \forall 0 \leq p < m \). Thus, the IP (3) solves the MWSSP on interval graphs.

In the following, with \( A \in \{0, 1\}^{m \times n} \) we denote the corresponding matrix to IP (3), i.e. \( A = (a_{pi})_{0 \leq p < m, 0 \leq i < n} \) with \( a_{pi} = 1 \) iff \( i \in C_p \).

Theorem 1. The corresponding matrix \( A \) of IP (3) is an interval matrix.

Corollary 2. IP (3) is totally unimodular.
Let \( c_i := -p_i \) for all \( 0 \leq i < n \). With Corollary 4 it is now possible to solve the MWSSP on interval graphs as a Linear Program. With Remark 1 the maximal conflict clique restrictions imply that \( x \leq 1 \).

A Pivot Selection Strategy. We use the Simplex method for solving LP (4). Let \( R_0, \ldots, R_{m-1} \) denote the (max_start) rest cliques. In iteration \( 0 \leq t < m \), we choose \( q := t \) as pivot row and \( j \in R_q \) with the highest reduced costs as pivot column. If the reduced costs of \( j \) are lower than 0, we perform a pivot step. Otherwise we proceed with the next iteration immediately.

**Theorem 2.** After \( m \) such iterations, the Simplex tableau is primal and dual feasible.

Before we can proof the above Theorem 2 we need to state two more Lemmata first. In the following, we refer to the matrix \( A^t \in \{-1, 0, 1\}^{m \times n} \) after \( 0 \leq t \leq m \) Simplex iterations with \( (a^t_{pi})_{0 \leq p < m, 0 \leq i < n} \), to the right hand side \( b^t \in \mathbb{R}^m \) with \( (b^t_p)_{0 \leq p < m} \), and to the reduced costs \( \tilde{c}^t \) with \( (\tilde{c}^t_i)_{0 \leq i < n} \).

We first show that our pivot selection preserves primal feasibility. We observe that \( x = 0 \) is primal feasible as \( b^0_p = 1 \geq 0, \forall \ 0 \leq p < m \). To assure the maintenance of primal feasibility, we must show that \( b^t \geq 0, \forall \ 0 \leq t \leq m \). To do so, we can proof the following

**Lemma 3.** Let \( 0 \leq p < m, 0 \leq t \leq m, 0 \leq i < n \). Then,

\( \begin{align*} 
(a) & \quad p \geq t - 1 \text{ implies that } a^t_{pi} = a^0_{pi} \text{ and } b^t_p = b^0_p = 1 \\
(b) & \quad b^t_p = 0, i \in \bigcup_{p \geq t} R_p \text{ implies } a^t_{pi} \in \{-1, 0\} \\
(c) & \quad b^t_p = 1, i \in \bigcup_{p \geq t} R_p \text{ implies } a^t_{pi} \in \{0, 1\} \\
(d) & \quad b^t_p \in \{0, 1\} 
\end{align*} \)

The following Lemma implies that after at most \( m \) iterations we achieve dual feasibility.

**Lemma 4.** Let \( 1 \leq t \leq m \). Then,

\( \begin{align*} 
(a) & \quad \tilde{c}^t_i \geq 0 \text{ for all } i \in R_{t-1}. \\
(b) & \quad i \in \bigcup_{0 \leq p < t < m} R_p \text{ implies } \tilde{c}^{t+1}_i = \tilde{c}^t_i. 
\end{align*} \)

**Proof. of Theorem 2** In Lemma 3 and Lemma 4 we have shown that after \( m \leq n \) iterations the Simplex tableau is primal and dual feasible.

We have shown how the MWSSP on interval graphs can be stated as a totally unimodular LP. Further, we have proven a feasible pivot selection strategy that yields an optimal tableau after at most \( n \) Simplex iterations.

**An Efficient Simplex Realization.** In the following, we develop an efficient \( \Theta(n \log n) \)-time algorithm to calculate a set \( Q \subseteq \{0, \ldots, n - 1\} \) with \( I_i \cap I_j = \emptyset \ \forall \ i, j \in Q \), such that \( c_Q = \sum_{i \in Q} c_i \) is minimal. Most importantly, the algorithm also provides us with dual information as a byproduct. To establish that algorithm, we show how the Simplex calculations according to the pivot strategy developed can be performed efficiently.

Again, due to limited space we have to omit all proofs. They can be found in [12].

**Theorem 3.** Let \( 0 \leq l < m \), and let \((j_0, \ldots, j_l) \in \{0, \ldots, n-1\}^l\) denote the sequence of pivot columns according to Section 3.4 for which a pivot step has been performed. Further, for all \( 0 \leq k \leq l \) let \( 0 \leq p_k < m \) with \( j_k \in R_{p_k} \). Set \( Q := \{j_k \mid 0 \leq k \leq l \text{ and } I_{j_k} \cap I_{j_r} = \emptyset \ \forall \ k < r \leq l\} \). Then \( c_Q \) is minimal.
The above Theorem 3 allows us to construct an optimal solution if we know the sequence of pivot elements. But according to Section 3.1, calculating the sequence of pivot elements is an easy task, if only we can determine the reduced costs quickly:

**Lemma 5.** Let $0 \leq t < m$, $(j_0, \ldots, j_{m-1}) \in V^m$ be the sequence of pivot columns according to our pivot selection strategy, and let $d : \{0, \ldots, m-1\} \rightarrow \{0,1\}$ with $d(t) := 1$ if $\bar{c}_{j_t}^t < 0$. Further, we set $q_t := t, 0 \leq q_t < m$, and let $j_t \in R_{q_t}$.

Let $z^t \in \mathbb{R}$ denote the objective function value and $a^t_{\bar{q}_t j_t}$ be the pivot element in iteration $t$. Further, let $f_i := \min \{p \mid 0 \leq p < m, i \in C_p\} \forall 0 \leq i < n$ denote the index of the first maximal conflict clique that node $i$ belongs to, i.e. $a^0_{f_i i} = 1$, and $a^0_{p i} = 0 \forall 0 \leq p < f_i$. Finally, let $g^t_i := z^f_i - z^t$ if $f_i \leq t$, and otherwise $g^t_i := 0 \forall 0 \leq i < n$. Then,

(a) $z^{t+1} = z^t + \bar{c}_{j_t}^t \cdot d(t) \leq z^t$.
(b) $z^t = \sum_{0 \leq r < t} \bar{c}_{j_r}^r \cdot d(r)$.
(c) $\bar{c}_{j_t}^t = c_i + g^t_i \forall i \in \bigcup_{t \leq p < m} R_p$

**An Algorithm providing Dual Information.** With Theorem 3 and Lemma 5, we can formulate an efficient algorithm solving the MWSSP on interval graphs that provides us with dual values as a byproduct. In phase 1, we determine the (max_start) rest cliques $R_p$, with $0 \leq p < m$, and the according values $f_i \forall 0 \leq i < n$. This can be done in time $\Theta(n \log n)$.

Phase 2 consists of $m$ iterations: First, we set $z^0 := 0$. In each iteration $0 \leq t < m$ we calculate $\bar{c}_{j_t}^t = c_i + z^f_i - z^t \forall i \in R_t$, and $j_t \in R_t$ with $\bar{c}_{j_t}^t = \min_{i \in R_t} \{\bar{c}_{j_t}^t\}$. If $\bar{c}_{j_t}^t \geq 0$, we set $z^{t+1} := z^t$, otherwise $z^{t+1} := z^t + \bar{c}_{j_t}^t$. Finally, we set $t := t + 1$ and proceed with the next iteration.

With Remark 2, we know that the sets $R_p$ form a partition of $V$. Thus, all nodes $0 \leq i < n$ are being looked at exactly once to calculate the reduced costs. Also, in all computations of the pivot columns, each node is incorporated only once. Therefore, phase 2 takes time $\Theta(n)$.

After $m$ iterations, we know the shortest path value $z^m$, as well as the sequences $(j_0, \ldots, j_l) \in V^l$ and $(p_0, \ldots, p_l) \in \{0, \ldots, m-1\}^l, 0 \leq l < m$, of pivot columns and rows for which a pivot step has been performed. By applying Theorem 3 we can construct a shortest path out of this information in linear time. Moreover, as the rest cliques of the underlying interval graph are independent of the objective function, we achieve an incremental linear time algorithm for $\Omega(\log n)$ calls with different objectives.

Most importantly, we get dual values as a byproduct. By looking at the optimal tableau, we find that the optimal dual variable for each maximal clique constraint $0 \leq t < m$ for which a pivot step has been carried out has value $-\bar{c}_{j_t}^m$. All other dual values are 0.

### 3.2 Variable Fixing

Now, we want to use the previously developed algorithm to perform variable fixing. To develop a VFA, we reinterpret the problem as finding a shortest path in a node-weighted co-interval graph. We introduce an artificial source $\sigma$ and sink $\tau$ before and after all other nodes, and define $\text{Path}_{\sigma, \tau}$ as the set of paths from $\sigma$ to $\tau$. The value $c_P$ of a path $P \in \text{Path}_{\sigma, \tau}$ is defined as $c_P := \sum_{i \in P \setminus \{\sigma, \tau\}} c_i$. 
Definition 5. Given an upper bound $Z \in \mathbb{R}$, we define $\text{Rem}(Z)$ and $\text{Req}(Z)$ by $\text{Rem}(Z) := \{0 \leq i < n \mid \forall P \in \text{Path}_{\sigma, \tau}, i \in P : c_P \geq Z\}$ $\text{Req}(Z) := \{0 \leq i < n \mid \forall P \in \text{Path}_{\sigma, \tau}, i \notin P : c_P \geq Z\}$. The variable fixing problem based on shortest path information (VFSPP) then is to determine $\text{Rem}(Z)$ and $\text{Req}(Z)$.

Removing Nodes. To compute $\text{Rem}(Z)$, we need to find out the value of the shortest path from the source $\sigma$ via node $i$ to the sink $\tau$ for all $i \in \{0, \ldots, n-1\}$. This can be done by calculating the shortest path distances from the source and to the sink. The algorithm in Section 5.1 can easily be adapted to determine the shortest path distances from the source to each node $j \in \{0, \ldots, n-1\}$. For $0 \leq i < n$, let $f_i := \min\{p \mid 0 \leq p < m, \ i \in C_P\}$ denote the index of the first maximal conflict clique that node $i$ belongs to. Then, we have to solve the following Linear Program

$$\begin{align*}
\text{Minimize} & \quad \sum_{0 \leq i < j} c_i x_i \\
\text{subject to} & \quad \sum_{i \in C_P} x_i i \leq 1, \quad \forall \ 0 \leq p < f_j \\
& \quad x \geq 0
\end{align*}$$

(LP 5)

According to the previously developed theory, the minimal objective for the above LP (5) is exactly $z^{f_j}$. Thus, the shortest path distance of node $j$ is exactly $d_j = z^{f_j} + c_j$.

A similar theory shows that the shortest path distances to the sink can be determined by applying the algorithm of Section 5.1 using the last clique belongings $l_i := \max\{p \mid 0 \leq p < m, \ i \in C_P\} \ \forall \ 0 \leq i < n$, and the min-end rest cliques, where $\min-end : M \rightarrow \mathbb{N}$, $\min-end(C) := \min_{i \in C}\{end(i)\}$. Solving LP (4) in this inverse manner yields objective function values $\tau z^t$ for all iterations $0 \leq t \leq m$.

Then, the shortest path distance to the sink is $d_j = \tau z^m - l_j - 1 + c_j$. With those values at hand, we can determine the shortest path value $e_j$ through node $0 \leq j < n$ by $e_j = d_j + \tau d_j - c_j$. Then, $\text{Rem}(Z) = \{0 \leq i < n \mid e_i \geq Z\}$.

We conclude that $\text{Rem}(Z)$ can be computed in time $\Theta(n \log n)$ and in amortized linear time for $\Omega(\log n)$ calls of the VFA.

Now we know how to determine nodes that should be removed from the graph. Of course, other constraints may as well remove nodes. In both cases, we must be able to take these changes into consideration efficiently for the next call to our routine. Without going into implementation details, we note that the data structures storing the rest cliques as well as the first and last clique belongings can be compressed in linear time to delete any number of nodes from the graph.

Requiring Nodes. To compute $\text{Req}(Z)$, we need to identify all nodes that must be an element of any path having a value lower than $Z$. Obviously, only nodes on the shortest path $S$ potentially have this property. For every node $j \in S$, we thus need to find out what the value of a shortest path $P$ with $j \notin P$ is.

Remark 3. Let $0 \leq f_j \leq l_j < m$ denote the first and the last clique belongings of $j$. Further, let $P$ be the shortest path with $j \notin P$. Obviously, it either holds that $I_j \cap I_i = \emptyset \ \forall \ i \in P$, or $I_j \cap I_i \neq \emptyset \ \exists \ i \in P$. In the first case, we know that the value of the shortest path not using the time interval $I_j$ has the value $c_P = z^{f_j} + \tau z^{l_j} - 2c_j$. In the second case, we do not know how to determine the value of $P$ efficiently. However, after we have determined and deleted $\text{Rem}(Z)$ from the graph, we only have to check if there exists any node $i \in \{0, \ldots, n-1\}$, $i \neq j$, with $I_j \cap I_i \neq \emptyset$. Because if such a node $i$
exists, there also exists a path $\bar{P}$ with $i \in \bar{P}$ and $c_{i\bar{P}} < Z$ (otherwise $i$ would have been deleted before). As $i$ and $j$ overlap, we further know that $j \notin \bar{P}$. Thus, in $\bar{P}$ we have found a path not covering $j$ with a value lower than $Z$. Therefore, $j \notin \text{Req}(Z)$. On the other hand, if no such node $i$ exists, the second case is obsolete, and we only need to consider the first case.

By making that observation, we can determine $\text{Req}(Z)$ in linear time: First, for all $j \in P$ we check whether there exists a node in the shrunk graph that overlaps with $j$. Without specifying the implementation details here, we just note that this can be done in constant time for each node $j$. If no overlapping node exists, we compute $z_{j} + \tau z_{j} - 2c_{j}$ and check whether this value is lower than $Z$. If not, we add $j$ to $\text{Req}(Z)$, otherwise we do not.

Now, we have an efficient algorithm at hand to compute $\text{Req}(Z)$. Obviously, other constraints and branching decisions must be taken into account when our procedure is being called next. Thus, we have to be able to transform our graph in such a way that from now on every path covers the new required nodes. At a first glance this sounds problematic, as an easy approach would delete all arcs going around the required nodes. This procedure would cause the resulting graph not to have the co-interval property anymore.

We can force the shortest path to visit the required nodes by making them extremely cheap: Let $\text{Req} \subseteq \{0, \ldots, n-1\}$ the set of (currently) required nodes. Further, let $M \gg 0$ sufficiently large\footnote{Assuming that $\min_{i \in V} \{c_i\} < 0$, a valid setting for $M$ is for example $M := n \cdot (1 + \max_{i \in V} \{c_i\} - \min_{i \in V} \{c_i\})$.}. Then, we set $\bar{c}_j := c_j - M \forall j \in \text{Req}$, and $\bar{c}_j := c_j \forall j \notin \text{Req}$. We use $\bar{c}$ instead of $c$ as our objective and check whether the shortest path value is lower than $Z - |\text{Req} \cdot M$. If not, either two required nodes overlap, or the shortest path value in the original graph exceeds $Z$. Moreover, by determining $\text{Rem}(Z - |\text{Req} \cdot M)$, we find all nodes that overlap with some required node plus all nodes that would cause the shortest path in the original graph to exceed the threshold $Z$. We conclude:

**Theorem 4.** The VFSPP can be solved in time $\Theta(n \log n)$ or in amortized linear time for $\Omega(\log n)$ incremental calls of the variable fixing algorithm.

### 4 Coupling Variable Fixing Algorithms via Lagrangian Relaxation

An obvious approach to solve the ARP exactly is to apply a branch-and-bound algorithm using linear relaxation bounds for pruning and the existing VFAs for knapsack and MWSSP on interval graphs for the fixing of variables.

Although the existing VFAs are efficient and effective for the substructures they have been designed for, their application for the ARP is not. This is because neither assuming an unlimited storage capacity nor ignoring the fact that only one movie can be recorded at a time yields a tight bound on the objective for the combined problem. But the accuracy of the upper bound is essential for the effectiveness of a VFA. An accurate bound can only be computed by looking at the entire problem, i.e., it cannot be achieved by looking at either one constraint family only.

The linear relaxation bound can easily be obtained by applying a standard LP solver or by using specialized methods tailored for this specific application. That bound yields
a good estimate on the performance that can (still) be reached. However, it is not straightforward to see how it could be exploited for the fixing of variables. Applying conventional reduced cost variable fixing techniques only indirectly exploits the structure of the problem and is therefore not effective enough, whereas to perform probing via full reoptimization is very costly and inefficient.

Lagrangian relaxation (see e.g. [1] for an introduction) allows us to bring together the advantages of a tight continuous global bound and the existing VFAs that exploit the special structure of their respective constraint families. As the stable set VFA allows us to incorporate changing objectives at a low computational cost, we decide to relax the capacity constraint. We introduce a non-negative Lagrange multiplier \( \lambda \geq 0 \) and define the Lagrangian subproblem

\[
\begin{align*}
\text{Maximize} & \quad z(\lambda) := z \\
\text{subject to} & \quad z = \sum_{0 \leq i < n} (p_i - \lambda w_i) x_i + \lambda K \\
& \quad \sum_{i \in C_p} x_i \leq 1 \\
& \quad x \in \{0, 1\}^n
\end{align*}
\]

The Lagrange multiplier problem then is to solve \( \text{Minimize } z(\lambda) \), such that \( \lambda \geq 0 \). For every \( \lambda \geq 0 \), \( z(\lambda) \) is a valid upper bound on the objective. Therefore, we can apply the VFA for MWSSP on interval graphs each time we solve the Lagrangian subproblem. After we have found an optimal Lagrange multiplier \( \lambda^* \), i.e. \( z(\lambda^*) \leq z(\lambda) \forall \lambda \geq 0 \), we can use the (optimal) dual information \( \pi \in \mathbb{R}^m \) from the corresponding stable set subproblem to perform variable fixing with respect to the knapsack substructure now. By Lagrange relaxing the maximal clique constraints with multipliers \( \lambda \geq 0 \), we obtain a knapsack problem:

\[
\begin{align*}
\text{Maximize} & \quad \sum_{0 \leq i < n} (p_i + \mu_i) x_i - \pi \\
\text{subject to} & \quad \sum_{0 \leq i < n} w_i x_i \leq K \\
& \quad x \in \{0, 1\}^n
\end{align*}
\]

Relaxations of this problem again yield an upper bound on the objective, and we can apply the knapsack VFA from [4].

In general, two linear optimization constraint families for which efficient VFAs are known can be combined effectively by computing Lagrangian multipliers for the first, using the second for fixing variables in each Lagrangian subproblem \( L(\lambda) \), and then handing back dual information of the optimal \( L(\lambda^*) \) to fix variables with respect to the first constraint family with the corresponding (optimal) reduced cost objective. This procedure even strengthens the bound on the objective, as variable fixing is also done during the bound computation. However, if variables are being fixed during the process of finding optimal Lagrange multipliers, the algorithm that solves the Lagrangian dual must be aware of this. It is subject to further research, how e.g. subgradient methods must be adapted to be able to cope with that situation.

5 Numerical Results

We used four different approaches for our experiments: the first is a pure branch-and-bound algorithm without any variable fixing (referred to as no fixed (F-0)). The second
uses the VFAs for knapsack and MSSP on the original objective \((\text{fixing 1 (F-1)})\). The third and the fourth approach \((\text{fixing 2 (F-2) and fixing 3 (F-3)})\) realize the idea of coupling VFAs for linear optimization problems via Lagrangian relaxation. \(F-2\) calls for the fixing of variables just once after the Lagrangian dual has been solved, whereas \(F-3\) also performs maximum weighted stable set variable fixing during the search for optimal Lagrange multipliers. For details on the computation of the Lagrange multipliers and the choice of the branching variable, we refer to \([12]\).

5.1 Experiments

All experiments were performed on a PC with an AMD-Athlon 600 processor and 256 MB ram running Linux 2.2. The implementation was done in C++ and compiled by gcc 2.95. The algorithms were built on top of \textsc{Ilog Solver 5.0} \([8]\).

The ARP test instances were generated by specifying the time horizon and the number of channels. The generator sequentially fills the channels by starting each new movie one minute after the last. First, a class for the next movie is being chosen randomly. That class then determines the intervals from which the length and the profit are chosen randomly (for now, we have only been using 3 different classes of movies). The disc space necessary to store each movie equals its length, and the storage capacity is randomly chosen as 40\%–60\% of the entire time horizon.

The experiment consists of 50 random instances per test set. For each instance, the approaches \(F-0 – F-3\) were run to find and prove an optimal solution. The minutes for the time horizon equal 6 hours, 12 hours, one day, 3 days, and 5 days of digital television, respectively.

It should be noted that all approaches find a first solution rather early in the search. Therefore, the main work lies in the proof of optimality rather than in the construction of the solution. We conclude that the branching variable selection we used efficiently supports finding near-optimal solutions in a non-exhaustive search.

Obviously, the linear continuous bound we use for pruning is rather tight. Except for the 4320-50 and 7200-20 instances, even \(F-0\) is able to cope with all problem classes fairly well. Thus, it is justified to base pruning and also variable fixing on that bound.

The positive effect of applying a VFA can be seen when comparing \(F-0\) and \(F-1\). Although the latter is not very effective, it is already able to reduce the number of choice points by a factor of \(1.5 – 2\). This results in a speed-up of up to 3 for the 7200-20 instances.

\(F-2\) and \(F-3\) yield a dramatic further reduction of choice points. For the 7200-20 instances, \(F-3\) only needs 10\% of the choice points of \(F-1\). For the 4320-50 instances, it even reduces the number of choice points to 7\% compared to \(F-1\), and to 3\% with respect to the number of choice points visited by \(F-0\).

The gain in time is not that drastic, as the greater effectivity must be paid for by a higher computational effort per search node. Thus, the maximum speed-up we get between \(F-0\) and \(F-2\) is “only” 10 – 11. And although \(F-3\) is more effective and outperforms \(F-2\) regarding the number of choice points, it is slower on all instances. The reason for both is that it performs maximum weighted stable set variable fixing for each Lagrangian subproblem. Of course, if the absolute time spent per choice point was higher (due to other variable fixing algorithms or more costly bound computations for example), the
Table 1. Numerical results for the ARP. The first three columns characterize each group of 50 instances by giving the planning horizon in minutes, the number of channels, and the average number of movies. Columns 4 to 7 present running times for the different approaches. In brackets, we give the number of search nodes, in the following referred to as choice points.

<table>
<thead>
<tr>
<th>Test set</th>
<th>runtime in sec. (choice points)</th>
<th>no fixing F-0</th>
<th>fixing F-1</th>
<th>fixing F-2</th>
<th>fixing F-3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min. #ch Omov.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>360</td>
<td>5 29.0</td>
<td>0.1 (27.2)</td>
<td>0.1 (15.6)</td>
<td>0.0 (14.6)</td>
<td>0.0 (10.9)</td>
</tr>
<tr>
<td>360</td>
<td>20 115.6</td>
<td>0.4 (49.9)</td>
<td>0.2 (32.3)</td>
<td>0.1 (24.2)</td>
<td>0.2 (17.3)</td>
</tr>
<tr>
<td>360</td>
<td>50 285.2</td>
<td>1.1 (52.5)</td>
<td>0.8 (37.3)</td>
<td>0.3 (25.7)</td>
<td>0.5 (22.1)</td>
</tr>
<tr>
<td>360</td>
<td>100 569.0</td>
<td>2.9 (96.7)</td>
<td>2.1 (67.9)</td>
<td>0.8 (36.7)</td>
<td>1.2 (30.0)</td>
</tr>
<tr>
<td>720</td>
<td>5 52.4</td>
<td>0.1 (69.3)</td>
<td>0.1 (33.3)</td>
<td>0.1 (26.0)</td>
<td>0.1 (17.6)</td>
</tr>
<tr>
<td>720</td>
<td>20 208.3</td>
<td>0.6 (91.7)</td>
<td>0.4 (69.0)</td>
<td>0.3 (36.5)</td>
<td>0.4 (29.4)</td>
</tr>
<tr>
<td>720</td>
<td>50 523.4</td>
<td>4.2 (305.5)</td>
<td>2.4 (166.6)</td>
<td>1.3 (38.7)</td>
<td>2.0 (52.3)</td>
</tr>
<tr>
<td>720</td>
<td>100 1048.3</td>
<td>18.8 (680.8)</td>
<td>9.1 (326.3)</td>
<td>5.1 (108.6)</td>
<td>7.6 (95.5)</td>
</tr>
<tr>
<td>1440</td>
<td>5 101.4</td>
<td>0.8 (130.4)</td>
<td>0.7 (98.2)</td>
<td>0.2 (48.0)</td>
<td>0.4 (38.5)</td>
</tr>
<tr>
<td>1440</td>
<td>20 402.9</td>
<td>7.9 (479.6)</td>
<td>5.3 (306.1)</td>
<td>1.6 (103.0)</td>
<td>2.5 (81.9)</td>
</tr>
<tr>
<td>1440</td>
<td>50 1013.4</td>
<td>37.8 (1461.1)</td>
<td>19.5 (734.4)</td>
<td>11.1 (187.9)</td>
<td>13.8 (178.5)</td>
</tr>
<tr>
<td>1440</td>
<td>100 2019.8</td>
<td>291.0 (5351.2)</td>
<td>108.2 (2028.1)</td>
<td>55.6 (530.2)</td>
<td>71.0 (439.9)</td>
</tr>
<tr>
<td>4320</td>
<td>5 291.7</td>
<td>4.7 (508.2)</td>
<td>6.0 (327.3)</td>
<td>2.0 (138.9)</td>
<td>3.1 (121.6)</td>
</tr>
<tr>
<td>4320</td>
<td>20 1175.0</td>
<td>177.4 (3003.1)</td>
<td>111.7 (1897.2)</td>
<td>36.6 (468.4)</td>
<td>42.9 (401.2)</td>
</tr>
<tr>
<td>4320</td>
<td>50 2949.7</td>
<td>12227.8 (149877.2)</td>
<td>5647.5 (67864.5)</td>
<td>11915 (4744.5)</td>
<td>11973 (4703.5)</td>
</tr>
<tr>
<td>7200</td>
<td>5 487.8</td>
<td>64.0 (3272.2)</td>
<td>43.5 (2705.4)</td>
<td>17.5 (878.0)</td>
<td>17.9 (434.5)</td>
</tr>
<tr>
<td>7200</td>
<td>20 1956.7</td>
<td>5210.3 (60839.2)</td>
<td>1734.4 (30676.4)</td>
<td>455.9 (3433.9)</td>
<td>490.1 (2945.1)</td>
</tr>
</tbody>
</table>

increased effectivity should also result in a faster overall computation. By using a parameter $\zeta$ that determines the frequency of maximum weighted stable set variable fixing, we can trade time for effectivity. Like that, we can tune our coupled VFA towards our specific application. To achieve a most effective filtering algorithm, the VFAs for both substructures could be applied for each Lagrangian subproblem.

A topic of further investigation is the comparison of test sets with an equal number of movies: E.g., instances in 720-100, 1440-50, and 4320-20 all contain about 1000 movies, and the solution time decreases with the number of channels increasing. In a test set with a high number of channels, many nodes are overlapping, hence the maximum weighted stable set VFA can easily eliminate many variables from consideration. With a lower number of channels and a wider time horizon, the knapsack constraint gains more importance. We assume that a vice versa approach (i.e., Lagrange relaxing the non-overlapping constraints and solving a knapsack as subproblem) would be a suitable choice for such a situation.

6 Conclusions and Future Work

For the automatic recording problem, we exemplary introduced the idea of coupling VFAs via Lagrangian relaxation. It allows to combine existing variable fixing routines for linear optimization problems to obtain effective and efficient filtering algorithms based on tight global bounds. We believe, that this idea is generic and independent of the specific application we presented to base an empirical evaluation on. The numerical results show a significant improvement due to the coupling method with respect to the computation time and other algorithmic measures such as search nodes. The method
is suited for linear optimization problems for which bounds based on continuous or Lagrangian relaxations can be used effectively.

In order to be able to couple VFAs for knapsack and MWSSPs, we first had to develop a VFA for the latter. Although for the problem itself algorithms running in time $\Theta(n \log n)$ have been developed before, they did not provide dual information that is needed for the coupling method we introduced. Moreover, to our knowledge no VFA for the MWSSP on interval graphs running in amortized linear time existed before. As the problem occurs as a substructure in many optimization problems, especially in scheduling contexts, the VFA we developed in our view is a contribution that is of general interest and goes beyond the application we presented.

For the multimedia application we introduced, we developed a refined IP formulation. The continuous relaxation of that IP yields a tight upper bound as our experiments showed. Several extensions are possible for that application. A digital video recorder could have more than one recording unit which allows the recording of a limited number of channels simultaneously. In an IP context, this modification can be introduced easily. For the new exact approach presented, a fast and efficient VFA for this type of relaxed non-overlapping constraint is subject to further research.
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Abstract. This work presents approximation algorithms for scheduling the tasks of a parallel application that are subject to precedence constraints. The considered tasks are malleable which means that they may be executed on a varying number of processors in parallel. The considered objective criterion is the makespan, i.e., the largest task completion time.

We demonstrate a close relationship between this scheduling problem and one of its subproblems, the allotment problem. By exploiting this relationship, we design a polynomial time approximation algorithm with performance guarantee arbitrarily close to $(3 + \sqrt{5})/2 \approx 2.61803$ for the special case of series parallel precedence constraints and for the special case of precedence constraints of bounded width. These special cases cover the important situation of tree structured precedence constraints. For the general case with arbitrary precedence constraints, we give a polynomial time approximation algorithm with performance guarantee $3 + \sqrt{5} \approx 5.23606$.

1 Introduction

Scheduling and load-balancing are central issues in the parallelization of large scale applications. One of the main problems in this area concerns efficient scheduling of the tasks of a parallel program. This problem asks to determine at what time and on which processor all the tasks should be executed. Among the various possible approaches, the most commonly used is to consider the tasks of the program at the finest level of granularity, and to apply some adequate clustering heuristics for reducing the relative communication overhead; see Gerasoulis & Yang [14]. Several models have been developed for modeling the communication and the parallelization overhead in these problems. In models with a finer communication representation (like in the LogP model [14]), the impact of the parallelization overhead is usually ignored.

Recently, a new computational model called Malleable tasks (MT) has been proposed by Turek, Wolf & Yu [14] as an alternative to the usual delay model. Malleable tasks are computational units which may be themselves executed in parallel. The influence of communications is taken into account implicitly by a penalty factor which may be determined more or less precisely for each application; cf. Blayo, Debreu, Mounié & Trystram [1]. As the granularity in the MT
model is large, the communications between the malleable tasks are usually neglected. We refer the reader to Lepère, Mounié, Robić & Trysteram [11] for more details and for motivations of the MT model. MT are closely related to two other models, namely to the model of multiprocessor tasks (see e.g. Drozdowski [6]) and to the model of divisible tasks (Prasanna & Musicus [12]). The difference between these models lies in the freedom allowed to the task allotment, that is, the number of processors which execute each task: A multiprocessor task requires to be executed by a fixed integer number of processors, whereas divisible tasks share the processors as a continuously divisible resource.

1.1 The Malleable Tasks Model

Throughout this paper we assume that the parallel program is represented by a set of generic malleable tasks, that is, computational units that may be parallelized and that are linked by precedence constraints. The precedence constraints are determined a priori by the analysis of the data flow between the tasks. More formally, let $G = (V, E)$ be a directed graph where $V = \{1, 2, \ldots, n\}$ represents the set of malleable tasks, and where $E \subseteq V \times V$ represents the set of precedence constraints among the tasks. If there is an arc from task $i$ to task $j$ in $E$, then task $i$ must be processed completely before task $j$ can begin its execution. This situation will be denoted by $i \rightarrow j$; $i$ is called a predecessor of $j$, and $j$ is called a successor of $i$. All tasks are available at time 0 for execution, and they are to be scheduled on an overall number of $m$ processors. Every task $j$ is specified by $m$ positive integers $p_{j,q}$ ($1 \leq q \leq m$) where $p_{j,q}$ denotes the execution time of task $j$ when it is executed in parallel on $q$ processors.

Motivated by the usual behavior of parallel programs (cf. Cosnard & Trysteram [2]), we make the following assumptions on the task execution times. Blayo, Debreu, Mounié & Trysteram [1] have shown these assumptions to be realistic while implementing actual parallel applications.

Assumption 1 (Monotonous penalty assumptions)

(a) The execution time $p_{j,q}$ of a malleable task $j$ is a non-increasing function of the number $q$ of processors executing the task.

(b) The work $w_{j,q} = q \cdot p_{j,q}$ of a malleable task $j$ is a non-decreasing function of the number $q$ of processors executing the task.

Assumption (a) means that adding some processors for executing a malleable task cannot increase its execution time. In practice, the execution time even goes down in this situation, at least until a threshold from which onwards there is no more parallelism. Assumption (b) reflects that the total overhead for managing and administrating the parallelism usually increases with the number of processors.

A schedule $\sigma$ is specified by two functions $\text{start}_\sigma : V \rightarrow \mathbb{N}$ and $\text{allot}_\sigma : V \rightarrow [1, m]$ where the function $\text{start}_\sigma$ associates to each task a date of execution (or starting time), and where the function $\text{allot}_\sigma$ specifies the number of processors
to execute a task. In schedule \( \sigma \), the task \( j \) completes at time \( C_\sigma(j) = \text{start}_\sigma(j) + p_{j,\text{allot}_\sigma(j)} \). We say that task \( j \) is active during the time interval from \( \text{start}_\sigma(j) \) to \( C_\sigma(j) \), and we denote by \( \text{active}(t) \) the set of all tasks that are active at time \( t \). A schedule \( \sigma \) is a feasible schedule, if at any moment \( t \) in time at most \( m \) processors are engaged in the computation

\[
\sum_{j \in \text{active}(t)} \text{allot}_\sigma(j) \leq m \quad \text{for all } t \geq 0,
\]

and if all the precedence constraints are respected:

\[
\text{start}_\sigma(i) + p_{i,\text{allot}_\sigma(i)} \leq \text{start}_\sigma(j) \quad \text{for all } i \rightarrow j.
\]

The makespan \( C_{\text{max}} \) of a schedule \( \sigma \) is the maximum of all task completion times \( C_\sigma(j) \). We now introduce the central problem of this paper.

**Problem 1.** MAKESPAN FOR MALLEABLE TASKS (Mt-Makespan)

**Instance:** A directed graph \( G = (V, E) \) that represents a set of \( n \) precedence constrained malleable tasks; the number \( m \) of processors; positive integers \( p_{j,q} \) with \( 1 \leq j \leq n \) and \( 1 \leq q \leq m \) that specify the task execution times.

**Goal:** Find a feasible schedule that minimizes the makespan \( C_{\text{max}} \).

Consider an instance of Mt-Makespan, and assume that some processor allotment \( \alpha \) has been prespecified for all tasks, and that task \( j \) is to be executed on exactly \( \alpha_j \) processors. Then the execution time of task \( j \) is \( p_j \), and its work is \( \alpha_j p_j \). With every directed path through the precedence graph \( G = (V, E) \), we associate the total execution time \( p_j \) of the vertices on this path. The longest path under this definition of length is called the critical path of the allotment \( \alpha \), and its length is denoted by \( L^\alpha \). Moreover, we denote by \( W^\alpha = \sum_{j=1}^{n} \alpha_j p_j \) the overall work in allotment \( \alpha \). Clearly,

\[
c(\alpha) = \max\{L^\alpha, \frac{1}{m} W^\alpha\} \leq C_{\text{max}} \quad (1)
\]

holds for the makespan \( C_{\text{max}} \) of any feasible schedule \( \sigma \) under allotment \( \alpha \): Since the schedule must obey the precedence constraints, the tasks along the critical path form a chain that forces the makespan to at least \( L^\alpha \). Since the total work \( W^\alpha \) can only be distributed across \( m \) processors, some processor will run for at least \( W^\alpha / m \) time units. The value \( c(\alpha) \) in equation (1) will be called the cost of allotment \( \alpha \). With this discussion, it is fairly natural to consider the following auxiliary problem.

**Problem 2.** ALLOTMENT FOR MALLEABLE TASKS (Mt-Allotment)

**Instance:** A directed graph \( G = (V, E) \) that represents a set of \( n \) precedence constrained malleable tasks; the number \( m \) of processors; positive integers \( p_{j,q} \) with \( 1 \leq j \leq n \) and \( 1 \leq q \leq m \) that specify the task execution times.

**Goal:** Find an allotment \( \alpha : V \rightarrow [1, m] \) that minimizes the cost \( c(\alpha) \).
1.2 Known Results

The complexity of the makespan problem for malleable tasks has been studied in the paper of Du and Leung [7]: The problem with arbitrary precedence constraints is strongly NP-hard for $m = 2$ processors, and the problem of scheduling independent malleable tasks is strongly NP-hard for $m = 5$ processors.

Only a few positive results are available for scheduling malleable tasks. Prasanna & Musicus [12] proposed an algorithm for some specially structured precedence task graphs for the so-called continuous version of the problem; in the continuous version, a non-integer number of processors may be allotted to any task. Moreover, they assume the same speed-up function for all tasks. The results of Lenstra & Rinnooy Kan [10] for makespan minimization of precedence constrained sequential tasks imply that unless $P=NP$, makespan minimization of precedence constrained malleable tasks cannot have a polynomial time approximation algorithm with worst case performance guarantee better than $4/3$.

The ALLOTMENT PROBLEM FOR MALLEABLE TASKS is closely related to the discrete time-cost tradeoff problem, a well-known problem from the project management literature; see e.g. De, Dunne, Ghosh & Wells [4]. The discrete time-cost tradeoff problem is a bicriteria problem for projects, where a project essentially is a system of precedence constrained tasks. Every task may be executed according to several different alternatives, where each alternative takes a certain amount of time and costs a certain amount of money. By selecting one alternative for every task, one fixes the cost (= total cost of all tasks) and the duration (= length of the longest chain) of the project. In the budget variant of the discrete time-cost tradeoff problem, the instance consists of such a project together with a cost bound $C$. The goal is to select alternatives for all tasks such that the project duration is minimized subject to the condition that the project cost is at most $C$; the corresponding optimal duration is denoted by $D^*(C)$. By rounding the solutions of a linear programming relaxation, Skutella [13] derives a polynomial time algorithm for this budget variant that finds a solution with project cost at most $2C$ and project duration at most $2D^*(C)$.

Now let us discuss the connection between the allotment problem $Mt$-ALLOTMENT and the discrete time-cost tradeoff problem. In the allotment problem $Mt$-ALLOTMENT, every task $j$ can be executed in $m$ alternative ways by assigning $\alpha_j$ machines to it, where $1 \leq \alpha_j \leq m$. In the language of the discrete time-cost tradeoff problem, the resulting duration of task $j$ is $p_{j,\alpha_j}$ and the resulting cost of task $j$ is $\alpha_j p_{j,\alpha_j}/m$, i.e., its contribution to the value $\frac{1}{m}W^\alpha$. Then the corresponding project cost equals $\frac{1}{m}W^\alpha$, the corresponding project duration equals $L^\alpha$, and the maximum of these two values equals the cost $c(\alpha)$ of allotment $\alpha$. By combining the above mentioned result of Skutella [13] with a binary search procedure, we now get the following proposition.

Proposition 1. The ALLOTMENT PROBLEM FOR MALLEABLE TASKS possesses a polynomial time 2-approximation algorithm.
We furthermore note that the arguments of De, Dunne, Ghosh & Wells \cite{5} imply that the ALLOTMENT PROBLEM FOR MALLEABLE TASKS is NP-complete in the strong sense.

2 Results and Outline of the Paper

We stress that all results in this paper are based on the monotonous penalty Assumption \[4\]. In this paper, we derive polynomial time approximation algorithms for various cases of the MAKESPAN PROBLEM FOR MALLEABLE TASKS and of the ALLOTMENT PROBLEM FOR MALLEABLE TASKS. Let us first define for \( m \geq 3 \) the real numbers \( r(m) \) by

\[
r(m) = \min_{1 \leq \mu \leq (m+1)/2} \max \left\{ \frac{m}{\mu}, \frac{2m - \mu}{m - \mu + 1} \right\}.
\]  

Moreover, let \( \mu(m) \) be the integer \( \mu \) with \( 1 \leq \mu \leq (m+1)/2 \) for which this minimum is attained. The following lemma provides the reader with some intuition on the (somewhat erratic) behaviour of the values \( r(m) \) and \( \mu(m) \). For small \( m \), the values of \( \mu(m) \) and \( r(m) \) are listed in Figure \[4\].

**Lemma 1.** The real numbers \( r(m) \) and the integers \( \mu(m) \) satisfy the following properties.

(i) For all \( m \geq 2 \), we have \( r(m) < (3 + \sqrt{5})/2 \approx 2.61803 \).

(ii) As \( m \) tends to infinity, \( r(m) \) tends to \((3 + \sqrt{5})/2\).

(iii) For every \( m \geq 2 \), the value \( \mu(m) \) either equals the integer above or the integer below \( \frac{1}{2}(3m - \sqrt{5m^2 + 4m}) \).

(iv) For every \( m \geq 2 \) with \( m \neq 3 \) and \( m \neq 5 \), we have \( \mu(m) \leq m/2 \).

(v) As \( m \) tends to infinity, \( \mu(m)/m \) tends to \((3 - \sqrt{5})/2 \approx 0.38196 \). 

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
m & \mu(m) & r(m) & m & \mu(m) & r(m) & m & \mu(m) & r(m) \\
\hline
2 & 1 & 2.0000 & 10 & 4 & 2.5000 & 18 & 8 & 2.5454 \\
3 & 2 & 2.0000 & 11 & 5 & 2.4285 & 19 & 8 & 2.5000 \\
4 & 2 & 2.0000 & 12 & 5 & 2.4000 & 20 & 8 & 2.5000 \\
5 & 3 & 2.3333 & 13 & 6 & 2.5000 & 21 & 9 & 2.5384 \\
6 & 3 & 2.2500 & 14 & 6 & 2.4444 & 22 & 9 & 2.5000 \\
7 & 3 & 2.3333 & 15 & 6 & 2.5000 & 23 & 9 & 2.5555 \\
8 & 4 & 2.4000 & 16 & 7 & 2.5000 & 24 & 10 & 2.5333 \\
9 & 4 & 2.3333 & 17 & 7 & 2.4545 & 25 & 10 & 2.5000 \\
\hline
\end{array}
\]

Fig. 1. A listing of the values \( \mu(m) \) and \( r(m) \) for \( 2 \leq m \leq 33 \).
The straightforward proof of Lemma 1 is omitted. The following theorem summarizes our structural main result on the problems \( \text{Mt-Makespan} \) and \( \text{Mt-Allotment} \); its proofs can be found in Section 3. The theorem demonstrates that these two problems are strongly interlocked and interrelated. Moreover, up to some small constant factor it is sufficient to deal with the approximability of the – seemingly easier – problem \( \text{Mt-Allotment} \).

**Theorem 2.** If there exists a polynomial time \( \varphi \)-approximation algorithm \( A \) for problem \( \text{Mt-Allotment} \) on \( m \) processors, then there exists a polynomial time \( \varphi \cdot r(m) \)-approximation algorithm \( B \) for problem \( \text{Mt-Makespan} \) on \( m \) processors.

An immediate consequence of Proposition 1, Theorem 2, and Lemma 1(i) is the following corollary.

**Corollary 1.** The \textit{MAKESPAN PROBLEM FOR MALLEABLE TASKS} possesses a polynomial time approximation algorithm with performance guarantee \( 3 + \sqrt{5} \approx 5.23606 \).

The following Theorem 3 will be a strong and helpful tool for handling specially structured precedence constraints. Its proof can be found in Section 4.

**Theorem 3.** Consider the decision version of problem \( \text{Mt-Allotment} \) where for a given instance \( I \) of \( \text{Mt-Allotment} \) and for a positive integer bound \( X \), one must decide whether there exists an allocation of cost at most \( X \). If there exists a pseudo-polynomial time exact algorithm for this decision version with running time polynomially bounded in the size of \( I \) and in the value of \( X \), then there does exist a fully polynomial time approximation scheme for problem \( \text{Mt-Allotment} \).

A directed precedence graph \( G = (V, E) \) is \textit{series parallel} if (i) it is a single vertex, (ii) it is the series composition of two series parallel graphs, or (iii) it is the parallel composition of two series parallel graphs. Only graphs that can be constructed via rules (i)-(iii) are series parallel. Here the \textit{series composition} of two directed graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \) with \( V_1 \cap V_2 = \emptyset \) is the graph that results from \( G_1 \) and \( G_2 \) by making all vertices in \( V_1 \) predecessors of all vertices in \( V_2 \), whereas the \textit{parallel composition} of \( G_1 \) and \( G_2 \) simply is their disjoint union. Series parallel precedence constraints are a proper generalization of tree precedence constraints. We have the following result for series parallel precedence constraints.

**Theorem 4.** There exists a pseudo-polynomial time exact algorithm for the decision version of the restriction of problem \( \text{Mt-Allotment} \) to series parallel precedence graphs.

Two tasks \( i \) and \( j \) are called \textit{independent} if neither \( i \) is a predecessor of \( j \) nor \( j \) is a predecessor of \( i \). A set of tasks is \textit{independent}, if the tasks in it are pairwise independent. The width of the precedence graph \( G \) is the cardinality of its largest independent set. We have the following result for precedence graphs of bounded width.
Theorem 5. There exists a pseudo-polynomial time exact algorithm for the decision version of the restriction of problem \textsc{Mt-Allotment} to precedence graphs whose width is bounded by a constant \(d\).

The proofs of Theorems 4 and 5 are sketched in Section 5. Finally, by combining the statements in Theorems 2, 3, 4, and 5, we derive the following corollary.

Corollary 2. For the restriction of the \textsc{Makespan Problem for Malleable Tasks} to (a) series parallel precedence graphs and to (b) precedence graphs of bounded width, there exist polynomial time approximation algorithms whose performance guarantee can be made arbitrarily close to \((3 + \sqrt{5})/2\).

3 From Allotments to Makespans

In this section we will prove Theorem 2. Consider an instance \(I\) of the malleable tasks problem as defined in Problems 1 and 2. Consider an optimal allotment \(\alpha^+\) and a \(\varrho\)-approximate allotment \(\alpha^A\) for instance \(I\) with respect to problem \textsc{Mt-Allotment}. Denote by \(W^+\) and \(W^A\) the total work in these two allotments, and by \(L^+\) and \(L^A\) the lengths of their critical paths, respectively. Since \(\alpha^A\) is a \(\varrho\)-approximate allotment, we have

\[
\max\{L^A, \frac{1}{m} W^A\} \leq \varrho \cdot \max\{L^+, \frac{1}{m} W^+\}. \tag{3}
\]

Moreover, consider an optimal feasible schedule for instance \(I\) with respect to problem \textsc{Mt-Makespan}, and let \(C^\ast_{\text{max}}\) denote the optimal makespan. By applying equation (1) to \(C^\ast_{\text{max}}\) and to the allotment induced by the optimal schedule, and by using the fact that \(\alpha^+\) minimizes the allotment cost, we get that

\[
\max\{L^+, \frac{1}{m} W^+\} \leq C^\ast_{\text{max}}. \tag{4}
\]

We will now define and analyze an approximation algorithm \(B\) for problem \textsc{Mt-Makespan}. This approximation algorithm is based on the value \(\mu(m)\) with \(1 \leq \mu(m) \leq (m + 1)/2\) as we defined in the paragraph after equation (2). To simplify the presentation, we will from now on briefly write \(\mu\) for \(\mu(m)\), and omit the dependence on \(m\). Algorithm \(B\) is a generalization of Graham’s well-known list scheduling algorithm for sequential tasks. The algorithm is described in Figure 2. The resulting schedule is denoted \(\sigma^B\), the corresponding makespan is \(C^\ast_{\text{max}}\), the underlying allotment is \(\alpha^B\), the total work in \(\alpha^B\) is \(W^B\), and the length of the critical path in \(\alpha^B\) is \(L^B\). The only difference between allotments \(\alpha^A\) and \(\alpha^B\) is that the tasks using more than \(\mu\) processors in \(\alpha^A\) are compressed to \(\mu\) processors in \(\alpha^B\). By the monotonous penalty Assumption 1(b), reducing the number of allotted processors cannot increase the work of a task. Together with inequalities (3) and (4) this yields

\[
W^B \leq W^A \leq m\varrho C^\ast_{\text{max}}. \tag{5}
\]
The time interval from 0 to $C_{\text{max}}^B$ is partitioned into three types of time slots: During the first type of time slot, at most $\mu - 1$ processors are busy. During the second type, at least $\mu$ and at most $m - \mu$ processors are busy, and during the third type at least $m - \mu + 1$ processors are busy. The corresponding sets of time slots are denoted by $T_1$, $T_2$, and $T_3$, respectively. The overall length of the time slots in set $T_i$, $1 \leq i \leq 3$, is denoted by $|T_i|$. If $\mu \leq m/2$, then every time slot from 0 to $C_{\text{max}}^B$ belongs to exactly one of the three types, and all three types may actually occur. In the boundary case where $\mu = (m + 1)/2$ every time slot from 0 to $C_{\text{max}}^B$ either belongs to the first or to the third type. In this boundary case there are no time slots of second type, since this would require that at least $(m + 1)/2$ and at most $(m - 1)/2$ processors are busy, which clearly is impossible. Since in either case these three types of time slots cover the whole interval from 0 to $C_{\text{max}}^B$, we get that

$$C_{\text{max}}^B = |T_1| + |T_2| + |T_3|. \quad (6)$$

Since during time slots of the first (respectively second and third) type at least one (respectively $\mu$ and $m - \mu + 1$) processors are busy, we get that

$$W^B \geq |T_1| + \mu |T_2| + (m - \mu + 1) |T_3|. \quad (7)$$

1. Initialization.
   - Allot to task $j$ ($j = 1, \ldots, n$) exactly $\alpha_j^B = \min \{ \alpha_j^A, \mu \}$ processors.
   - This fixes the execution time $p_j^B$ and the work $w_j^B = \alpha_j^B \cdot p_j^B$ of every task $j$.

2. Repeat the following step until all tasks have been scheduled.
   - Let $\text{READY}$ denote the set of tasks whose predecessors all have already been scheduled.
   - Compute for each task $j \in \text{READY}$ the earliest possible start time under the allotment $\alpha^B$.
   - Schedule the task in $\text{READY}$ with the smallest computed earliest start time (ties are broken in favor of tasks with smaller indices).

Fig. 2. Approximation algorithm $B$ for problem $\text{MT-Makespan}$.

Lemma 2. The sets $T_1$ and $T_2$ of time slots satisfy the following inequality with respect to the length $L^A$ of the critical path in allotment $\alpha^A$.

$$|T_1| + \frac{\mu}{m} |T_2| \leq L^A. \quad (8)$$

Proof. The idea is to construct a ‘heavy’ directed path $\mathcal{P}$ in the transitive closure of the graph $G = (V, E)$. The last task in the path $\mathcal{P}$ is any multiprocessor task $j_1$ that completes at time $C_{\text{max}}^B$ in the schedule $\alpha^B$. After we have defined the last $i \geq 1$ tasks $j_i \rightarrow j_{i-1} \rightarrow \cdots \rightarrow j_2 \rightarrow j_1$ on the path $\mathcal{P}$, we find the next
task \( j_{i+1} \) as follows: Consider the latest time slot \( t \) in \( T_1 \cup T_2 \) that lies before the starting time of task \( j_i \) in \( \sigma^B \). Consider the set \( V' \) of tasks that consists of task \( j_i \) and of all its predecessor tasks that start after time \( t \) in \( \sigma^B \). Since during time slot \( t \) at most \( m - \mu \) processors are busy, and since \( \sigma^B \) allots at most \( \mu \) processors to any task in \( V' \), all the tasks in \( V' \) cannot be ready for execution during the time slot \( t \). Hence, for every task in \( V' \) some predecessor is being executed during the time slot \( t \). As the next task \( j_{i+1} \) on path \( P \), we select any predecessor of task \( j_i \) that is running during slot \( t \). This procedure terminates when \( P \) contains a task that starts before all time slots in \( T_1 \cup T_2 \).

Now consider a task \( j \) on the resulting path \( P \). If \( \alpha^B \) allots less than \( \mu \) processors to task \( j \), then \( \alpha^A \) and \( \alpha^B \) both allot the same number of processors to \( j \). In this case the execution times of \( j \) in \( \alpha^A \) and \( \alpha^B \) are identical. In schedule \( \sigma_B \) such a task \( j \) may be executed during any time slot in \( T_1 \cup T_2 \). If \( \alpha^B \) allots exactly \( \mu \) processors to task \( j \), then \( \alpha^A \) may allot any number \( k \) of processors to \( j \), where \( 0 \leq k \leq m \). By the monotonous penalty Assumption [1(b)], the work \( \mu \cdot p^B_j \) in \( \alpha^B \) is less or equal to the work \( k \cdot p^A_j \) in \( \alpha^A \). Therefore, the execution time \( p^A_j \) of task \( j \) in allotment \( \alpha^A \) is at least \( \mu/k \geq \mu/m \) times the execution time \( p^B_j \) of \( j \) in allotment \( \alpha^B \). In schedule \( \sigma_B \) such a task \( j \) may be executed during any time slot in \( T_2 \), but not during a time slot in \( T_1 \).

By our construction, the tasks on the directed path \( P \) cover all time slots in \( T_1 \cup T_2 \) in schedule \( \sigma_B \). Let us estimate the length \( L^A(P) \) of the path \( P \) under the allotment \( \alpha^A \). The tasks that are executed during time slots in \( T_1 \) contribute a total length of at least \( |T_1| \) to \( L^A(P) \). The tasks that are executed during time slots in \( T_2 \) contribute a total length of at least \( |T_2| \mu/m \) to \( L^A(P) \). Since the length \( L^A \) of the critical path in \( \alpha^A \) is an upper bound on \( L^A(P) \), our proof is complete.

Now let us complete the proof of Theorem [2] Multiplying [9] by \( m - \mu + 1 \) and subtracting [9] from it yields

\[
(m - \mu + 1)C^B_{\max} \leq W^B + (m - \mu)|T_1| + (m - 2\mu + 1)|T_2|. \tag{9}
\]

We distinguish two cases. In the first case we assume that \( m/\mu \leq (2m - \mu)/(m - \mu + 1) \). Then [9] yields \( r(m) = (2m - \mu)/(m - \mu + 1) \). Moreover, the assumed inequality is equivalent to \( (m - 2\mu + 1) \leq \mu(m - \mu)/m \). Plugging this into [9], using [9] to bound \( |T_1| + \mu|T_2|/m \), using [9] to bound \( W^B \), and using [9] and [9] to bound \( L^A \) by \( \varrho C^*_{\max} \) altogether yields that

\[
(m - \mu + 1)C^B_{\max} \leq W^B + (m - \mu)|T_1| + \mu(m - \mu)|T_2|/m
\leq W^B + (m - \mu)L^A
\leq m\varrho C^*_\max + (m - \mu)\varrho C^*_\max = (2m - \mu)\varrho C^*_\max.
\]

Hence, in this case schedule \( \sigma^B \) indeed yields a \( \varrho \cdot r(m) \)-approximation for \( C^*_\max \).

In the second case we assume that the inequality \( m/\mu \geq (2m - \mu)/(m - \mu + 1) \) holds. Then [9] yields \( r(m) = m/\mu \). Moreover, the assumed inequality is equivalent to \( (m - \mu) \leq (m - 2\mu + 1)m/\mu \). By plugging this into [9] and by using similar arguments as in the first case, we conclude that
\[(m - \mu + 1)C^*_{\text{max}} \leq W^B + (m - 2\mu + 1)m|T_1|/\mu + (m - 2\mu + 1)|T_2|\]
\[\leq W^B + (m - 2\mu + 1)mL^A/\mu\]
\[\leq m\varrho C^*_{\text{max}} + (m - 2\mu + 1)m\varrho C^*_{\text{max}}/\mu\]
\[= (m - \mu + 1)m\varrho C^*_{\text{max}}/\mu.\]

Hence, also in the second case schedule \(\sigma^B\) yields a \(\varrho \cdot r(m)\)-approximation for \(C^*_{\text{max}}\). The proof of Theorem 2 is complete.

4 From a Pseudo-Polynomial Time Algorithm to an FPTAS

In this section we will prove Theorem 3. Our first goal is to get a fast algorithm for the following auxiliary allotment problem \(\text{Mt-Allotment}\) on series parallel precedence graphs: We assume that we are given an instance \(I\) of \(\text{Mt-Allotment}\), a positive real \(\varepsilon\), and an a priori bound \(X\) such that there exists an allotment for \(I\) with cost at most \(X\). Our goal is to find within polynomial time an allotment \(\alpha\) that satisfies \(c(\alpha) \leq (1 + \varepsilon)X\).

Define \(Z = \varepsilon X/n\). Furthermore, define a scaled instance \(I'\) by setting \(p'_{j,q} = [p_{j,q}/Z]\) for all tasks \(j\) and all \(1 \leq q \leq m\) while keeping the same precedence constraints as in instance \(I\). Note that \(p_{j,q} \leq Z(p'_{j,q} + 1)\). Moreover, note that instance \(I'\) must have an allotment of cost at most \(X/Z\), since the original instance \(I\) had some allotment of cost at most \(X\). Take the pseudo-polynomial time algorithm that exists according to the assumption of Theorem 3 and apply it to the scaled instance \(I'\) with bound \(X/Z\). Denote the resulting allotment by \(\alpha'\) with \(c(\alpha') \leq X/Z\). This implies \(1 + \varepsilon)X\) as desired. By the assumption of Theorem 3, the time to find \(\beta\) is polynomially bounded in the size of \(I\) and in \(X/Z = n\varepsilon\). To summarize, we can solve our auxiliary problem and
find the desired allotment within a running time that is polynomially bounded in the size of $I$ and in $1/\varepsilon$.

It remains to get rid of the assumption that we do have an a priori knowledge of the bound $X$. Let $P = \sum_{j=1}^{n} p_{j,1}$ denote the total execution time of all tasks in $I$ when they are executed on a single processor. By the monotonous penalty Assumption \(1\) every critical path in every allotment for $I$ has length at most $P$, and also the average work of every allotment is at most $P$. Therefore, the cost of the optimal allotment is at most $P$, and we can find an $(1 + \varepsilon)$-approximation by performing a binary search over the interval from 1 to $P$. This completes the proof of Theorem \(3\).

## 5 Allotments for Special Classes of Precedence Constraints

In this section we will prove Theorem \(4\). Hence, we are given an instance $I$ of Mt-Allotment where the precedence graph $G = (V, E)$ is series parallel, together with a positive integer bound $X$. Our goal is to decide within pseudo-polynomial time, whether there exists an allotment $\alpha$ with cost $c(\alpha) \leq X$.

1. **Initialization of leaf vertices.**
   - For every leaves $v$ of the decomposition tree and for every $\ell$ with $0 \leq \ell \leq X$, set $F[v, \ell] := \min_{1 \leq q \leq m} \{ q \cdot p_{v,q} \mid p_{v,q} \leq \ell \}$.

2. **Handling interior vertices of the decomposition tree.**
   - For every interior vertex $v$ with left child $v_1$ and right child $v_2$ and for every $\ell$ with $0 \leq \ell \leq X$ do the following:
     - If $v$ is a $p$ vertex, then $F[v, \ell] := F[v_1, \ell] + F[v_2, \ell]$
     - If $v$ is an $s$ vertex, then $F[v, \ell] := \min_{1 \leq k \leq \ell} F[v_1, k] + F[v_2, \ell - k]$

3. **Termination.**
   - Answer YES if there exists some $1 \leq \ell \leq X$ with $F[\text{root}, \ell]/m \leq X$. Otherwise, answer NO.

Fig. 3. A dynamic programming algorithm for computing $F[v, \ell]$.

It is well known that a series parallel graph can be decomposed in polynomial time into its atomic parts according to the series and parallel compositions. Essentially, such a decomposition corresponds to a rooted, ordered, binary tree where all interior vertices are labeled by $s$ or $p$ (series or parallel composition) and where all leaves correspond to single vertices of the precedence graph $G$. We associate with every interior vertex $v$ of the decomposition tree the series parallel graph $G(v)$ induced by the leaves of the subtree below $v$. Note that for the root vertex we have $G(\text{root}) = G$. For a vertex $v$ in the decomposition tree, and for an integer $\ell$ with $1 \leq \ell \leq X$, we denote by $F[v, \ell]$ the smallest possible value $w$ with
the following property: There exists an allotment $\alpha$ for the tasks in $G(v)$ with $L^\alpha \leq \ell$ and $W^\alpha \leq w$. It is easy to compute all such values $F[v, \ell]$ by a dynamic programming approach that starts in the leaves of the decomposition tree, and then moves upwards towards the root. This algorithm is sketched in Figure 3. The time complexity of this dynamic programming algorithm is $O(nmX^2)$.

This completes the proof of Theorem 4. Theorem 5 can be proved by a similar dynamic programming approach. The exact arguments are omitted from this extended abstract.
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Abstract. The minimum test collection problem is defined as follows. Given a ground set \( S \) and a collection \( C \) of tests (subsets of \( S \)), find the minimum subcollection \( C' \) of \( C \) such that for every pair of elements \( (x, y) \) in \( S \) there exists a test in \( C' \) that contains exactly one of \( x \) and \( y \). It is well known that the greedy algorithm gives a \( 1 + 2 \ln n \) approximation for the test collection problem where \( n = |S| \), the size of the ground set. In this paper, we show that this algorithm is close to the best possible, namely that there is no \( o(\log n) \)-approximation algorithm for the test collection problem unless \( P = NP \).

We give approximation algorithms for this problem in the case when all the tests have a small cardinality, significantly improving the performance guarantee achievable by the greedy algorithm. In particular, for instances with test sizes at most \( k \) we derive an \( O(\log k) \) approximation. We show APX-hardness of the version with test sizes at most two, and present an approximation algorithm with ratio \( \frac{7}{6} + \epsilon \) for any fixed \( \epsilon > 0 \).

1 Introduction and Motivation

The test collection problem arises naturally in the following general setting of identification problems: Given a set of individuals (database entries) and a set of binary attributes that may or may not occur in each individual, the goal is to find the minimal subset of attributes (a test collection) such that each individual can be uniquely identified from the information on which of this subset of attributes it contains. In this way, the incidence vector of any individual with the test collection is a unique binary signature for it distinguishing it from other individuals, and thus uniquely identifying it from the list of individuals. This problem is also commonly known in the literature as the minimum test set problem \([10]\) and the minimum test cover problem \([3]\) and arises commonly in fault analysis, medical diagnostics and pattern recognition (see, e.g., \([16]\)).
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The test collection problem first came to our attention in the setting of protein identification in computational biology [7]. A major thrust in post-genome biology is proteomics, where one analyzes all cellular proteins in a high throughput manner. We are concerned with the protein identification aspect of proteomics.

Halldórsson, Minden and Ravi [7] proposed a new approach of using an array of antibodies that recognize and bind specifically to short peptide sequences (called epitopes) - such an epitope can distinguish proteins that contain this epitope from those that do not. Each antibody binds its cognate epitope by virtue of complementary three dimensional structure. To observe the occurrence of epitope binding, the epitopes will be fluorescently tagged. The binding of antibodies in the chip to the given unidentified protein can then be measured using a fluorescence detector. Thus the final output is a binary indicator vector of dimension equal to the number of antibodies in the chip, each bit indicating whether or not the protein is bound to the corresponding antibody.

The proposal in [7] is to generate a set of antibodies that recognize a set of epitopes that are shared by many proteins in such a way that the entire set of epitopes covers all possible proteins in the organism’s proteome. Moreover, the set of antibodies will be selected such that each protein will be recognized by a unique subset of antibodies, i.e., each protein will have a unique signature of binding antibodies. This problem can hence be viewed as a test collection problem where the elements of the ground set are the proteins and there is a test for each antibody, determined by the binding of the antibodies to the proteins.

The novelty of our approach is the utilization of antibodies that bind to a large subset of proteins. However, most currently known antibodies are very specific in their binding characteristics. Hence a special case of particular interest is one where each antibody binds only to a few of the proteins, i.e. when the test sets are small. In Section 5 we give two results for this case.

Our Results

The test collection problem is \(NP\)-hard, as was shown by Garey and Johnson [6] via a reduction from three-dimensional matching. By a natural reduction of the problem to the set covering problem (see e.g., [16]) and an application of the results of Johnson [11] or Lovász [14], the natural greedy algorithm gives a \(1 + 2\ln n\) approximation for the test collection problem, where \(n\) is the number of elements in the ground set. We show that the greedy algorithm has optimal approximation ratio up to a constant multiple unless \(P = NP\). Motivated by moving towards a practical solution, we consider the case when all test sizes are at most \(k\), and give a new algorithm with \(O(\log k)\) approximation guarantee, significantly improving the straightforward \(O(\log(n - k)k)\) approximation guarantee of the greedy algorithm. We further consider the case where \(k = 2\) and give a APX-hardness proof and an algorithm with approximation ratio \(\frac{7}{6} + \epsilon\), for any \(\epsilon > 0\).
Previous Work

Subsequent to the acceptance of this extended abstract, we discovered that many of the results we present here have been obtained independently earlier. Moret and Shapiro [16] already described the crux of our reduction of a set covering problem to a test collection problem outlined in the proof of Theorem 1. Their result, combined with the hardness of approximation results on set covering [2,4,15] already imply a logarithmic lower bound on the approximation ratio of minimum test collection (Theorems 2 and 3).

For the cases with small test sizes, we recently discovered that previous work by C.A.J. Hurkens, J. K. Lenstra and L. Stougie (unpublished, but documented in [1,3] - personal communication with L. Stougie, June 2001) obtained many of our approximation results independently including the following: an $O(\log k)$-approximation algorithm for problem instances with test sizes at most $k$ (Theorem 4) and for instances with test sizes at most two, (i) a $\frac{11}{8}$-approximation guarantee for the greedy algorithm, (ii) a sequence of improved heuristics employing increasingly extensive local search: a case analysis for determining the approximation ratio of these heuristics using linear programming [3] shows that the fourth member in the family achieves an approximation ratio of $\frac{7}{6}$ while the fifth one has an even better ratio. The approximation ratio of this sequence of heuristics is conjectured to converge to one. Our APX-hardness result of the problem with test sizes two shows that even if the conjecture held true, the trade-off between performance ratio and running time (the convergence “rate”) is not represented by a PTAS, unless $P = NP$ [9]. These authors also provide an NP-hardness proof for the case with test sizes at most two by a direct reduction from a two-path packing problem (We use a similar reduction in Algorithm 3).

In Section 2, we give different formulations of the test collection problem and prove their equivalence. In Section 3 we show how the test collection problem relates to the set covering problem. In Section 4 we show the hardness of approximation of test collection. Finally, in Section 5 we prove our results for the case of small test sets.

2 Formulations

We give three equivalent formulations of the test collection problem.

**Definition 1.** Given a collection $C$ of subsets of a finite set $S$ find a minimum subcollection $C'$ such that for each $x, y \in S$ there exists $C \in C'$ that contains exactly one of $x$ and $y$.

**Definition 2.** Given a complete graph on the node set $S$, and a set of cuts $C = \{C_1, C_2, \ldots, C_m\}$, find a minimum subcollection $C' \subseteq C$ the union of whose edges is the entire edge set of the complete graph.

**Definition 3.** Given a collection $C$ of subsets of a finite set $S$ find a minimum subcollection $\{C_1, C_2, \ldots, C_m\} = C'$ such that the vectors

$$I_x = (\delta(C_1, x), \delta(C_2, x), \ldots, \delta(C_m, x))$$

where $\delta(C_i, x)$ is one if $x$ is in $C_i$ and zero otherwise, are unique for all $x \in S.$
The first definition allows for a natural reduction of the problem to the set covering problem. The second definition allows for a graphical representation of the tests as cuts in a graph. We will henceforth refer to the test \( C \) as the cut \( C \) as a shorthand for the cut \( C : (S - C) \), i.e. the set of edges with exactly one endpoint in \( C \).

The last definition relates best to our motivating example; Here we can think of \( S \) to be our set of proteins, \( C_i \) to be the set of proteins that contain the \( i \)th epitope (i.e., those proteins that the \( i \)th antibody recognizes).

The following lemmas are immediate.

**Lemma 1.** All three Definitions 1, 2 and 3 of the test collection problem are equivalent.

**Lemma 2.** The size of any solution to the test collection problem is at least \( \log_2 |S| \).

**Proof.** We note by Definition 3 that all the elements of \( S \) must have a unique binary incidence pattern with the solution. Therefore if \( m \) is the size of a solution to a test collection problem \( 2^m \geq |S| \) or \( m \geq \log_2 |S| \). \( \Box \)

A special case of the test collection problem as defined in Definition 2 is one where any cut can be chosen in the given complete graph \( K_2 \). It is easy to show that this problem has a simple optimal solution of size \( \log_2 n \), where \( n \) is the cardinality of the node set \( S \) (An interpretation of the bits in a binary labeling of the nodes in \( S \) as defining the shores of cuts gives this result).

### 3 Relation to Set Covering

We first define the set covering problem.

**Definition 4.** Given a ground set \( S \) and a collection of subsets \( \{C_1, C_2, \ldots, C_m\} = \mathcal{C} \) find a minimum cardinality subcollection \( C' \) of \( \mathcal{C} \) such that for all \( e \in S \) there exists a \( C \in \mathcal{C}' \) such that \( e \in C \).

The following lemma is independently due to Johnson [11] and Lovász [14].

**Lemma 3.** The greedy algorithm gives a \( 1 + \ln k \) approximation for the set covering problem, where \( k \) is the size of the largest set.

Considerable work has been done on the approximation of set covering. Lund and Yannakakis [15] showed that set covering cannot be approximated within \( c \ln n \) for any \( c \leq \frac{1}{4} \) unless \( NP \subset DTIME(n^{\text{poly} \ln n}) \). Feige [4] improved on their result and showed that set covering cannot be approximated within \( (1 - \epsilon) \ln n \) unless \( NP \subset DTIME(n^{\log \log n}) \). Finally, Arora and Sudan [2] showed that set cover cannot be approximated to within \( o(\log n) \) unless \( P = NP \).

We note a natural reduction of test collection to set covering (see also [16]). This reduction is depicted in Figure 1.

**Lemma 4.** The test collection problem is reducible to a set covering problem.
Fig. 1. Left figure shows a test collection instance and the right its reduction to a set covering problem. Each pair of elements in the test collection problem gets mapped to an element in the ground set of the set covering problem. A test set \( C \) gets mapped to a set that covers all the pairs in the cut \( C : (S - C) \).

**Proof.** Let \( C_{tc}, S_{tc} \) be an instance of the test collection problem. We will now construct an instance \( C_{sc}, S_{sc} \) of the set covering problem. For all unordered pairs of elements \( (x, y) \in S_{tc} \), we define an element \( e_{xy} \in S_{sc} \). For each test \( C_{tc} \in C_{tc} \) we construct a corresponding set \( C_{sc} \in C_{sc} \) by letting \( e_{xy} \in C_{sc} \) when exactly one of \( x \) or \( y \) is in \( C_{tc} \). It is not hard to verify that any solution to the resulting set cover problem is also a feasible solution to the test collection problem using the equivalence of Definitions 1 and 3.

Note the quadratic increase in the size of the ground set \( |S_{sc}| \) of the resulting set cover problem as compared with \( |S_{tc}| \). If there are \( n \) elements in the original test collection problem there will be \( \binom{n}{2} \) elements its set covering formulation. Notice also that given a partial solution to the test collection problem, we can also map the residual problem to a set covering problem using the above method.

As noted by Moret and Shapiro [16], combined with Lemma 3, Lemma 4 implies a \( 1 + 2 \ln n \) approximation guarantee for the greedy algorithm.

Recall (Definition 2) that the test collection problem can also be viewed as a form of cut-covering problem in a complete graph. Given a partial solution to the test collection problem, as in Definition 2, we can view the remaining problem on a graph whose node set is the elements of the test collection problem and edge set only the pairs of elements that have not been distinguished by the partial solution. The use of a partial solution leads us to generalize the test collection problem.

**Definition 5.** Given a graph \( G = (V, E) \), and a set of cuts \( C = \{C_1, C_2, \ldots, C_m\} \), find a minimum subcollection \( C' \subseteq C \) the union of whose edges is \( E \).

We note that this is a generalization as the original test collection problem in Definition 2 occurs as the special case when the edge set is the complete graph. As before, in the special case when the tests can be any subset of \( S \) (i.e., when all cuts in the graph are allowed in the cover), this problem is known simply as the cut cover problem [13]. Motwani and Naor [17] have shown that the cut cover problem is NP-hard by showing a relation to the graph coloring problem. Using an algorithm of Halldórsson [8] they give an algorithm which has solution
which is no larger than the size of the optimal solution plus \( \ln n - 3 \ln \ln n \). Using a hardness of approximation result of Lund and Yannakakis \[15\] for graph coloring they show that unless \( P = NP \) cut cover is hard to approximate within an additive \( \epsilon \ln n \) for some \( \epsilon > 0 \). Combining their result with the more recent work of Feige and Killian \[5\] it can be shown that unless \( ZPP = NP \) no poly-time algorithm can approximate cut cover to any better than within an additive \((1 - \epsilon) \ln n\) for any \( \epsilon > 0 \).

The NP-hardness of the test collection problem is shown in \[6\] via a reduction from 3-dimensional matching. We now give a reduction of the test collection problem from the set covering problem, that will also be useful in showing a near-optimal approximation hardness results for the test collection problem.

**Theorem 1.** The set covering problem is reducible in polynomial time to the test collection problem.

**Proof.** Let \( C_{sc}, S_{sc} \) be an instance of a set covering problem, where \( S_{sc} \) is the ground set and \( C_{sc} \) is a collection of subsets of \( S_{sc} \) and let \( n = |S_{sc}| \).

Let us now construct \( C_{tc}, S_{tc} \). Let there be two elements \( e_l, e_r \in S_{tc} \) for every element \( e \in S_{sc} \). Now arbitrarily assign distinct numbers from 1 through \( n \) to the elements of \( S_{sc} \) and construct the sets \( G^i_{tc} = C_{tc}, i \in \{1, 2, \ldots \lceil \log_2 n \rceil \} \) where for every element \( e \in S_{sc} \) both \( e_l, e_r \in G^i_{tc} \) if the binary representation of \( e \) has 1 in the \( i \)-th bit. Furthermore for all sets \( C^j_{sc} \in C_{sc} \) construct the corresponding set \( C^j_{tc} \in C_{tc} \) such that \( e_r \in C^j_{tc} \) if and only if \( e \in C^j_{sc} \). This reduction is depicted in Figure 2.

![Fig. 2. The reduction of set cover to test collection. Each node in the set covering instance is mapped to two nodes in the test collection instance and \( \lceil \log_2 n \rceil \) new tests are added.](image-url)

In the previous construction we can think of the sets \( G^i_{tc} \) as forming a hypercube-like pattern, splitting the ground set into two approximately equal parts. If the cardinality of the original set covering ground set is \( n \) then there are \( \lceil \log_2 n \rceil \) sets \( G^i_{tc} \). The necessity of including them all then follows from having to distinguish the \( n \) \( e_l \) elements from each other with these sets being the only ones in the collection that can accomplish this task. Clearly the sets \( G^i_{tc} \) are sufficient to distinguish between all the \( e_l \) elements.

Let \( C'_{sc} \) be any set cover for \( SC \) and let \( C'_{tc} \) be the collection of tests \( C_{TC} \) where the test \( C_{TC} \in C'_{tc} \) if and only if the set \( C_{SC} \in C'_{sc} \). Then \( C'_{tc} \cup \)
$\bigcup_{i=1}^{\lceil \log_2 n \rceil} G^i_{tc}$ is a solution to the reduced test collection problem: The sets $G^i_{tc}$ will distinguish between all pairs except for the $(e_l, e_r)$ pairs; Since the sets in $C'_SC$ cover all the elements in the ground set of $SC$, each $e_r$ element will be contained in least one of the tests in $C'_TC$ hence distinguishing it from its $e_l$ neighbor.

Now let $C'_TC$ be any test collection for a reduced set cover problem $SC$. By the necessity of including the sets $G^i_{tc}$, note that $\bigcup_{i=1}^{\lceil \log_2 n \rceil} G^i_{tc} \subseteq C'_TC$. We can construct a solution $C'_SC$ to $SC$ by letting $C^j_{SC} \in C'_SC$ if and only if $C^j_{TC} \in C'_TC \setminus \bigcup_{i=1}^{\lceil \log_2 n \rceil} G^i_{tc}$. Each element $e_r$ is distinguished from its neighbor $e_l$ in the test collection solution and hence is contained in one of the sets $C^j_{tc} \in C'_TC \setminus \bigcup_{i=1}^{\lceil \log_2 n \rceil} G^i_{tc}$. The sets $C'_SC$ therefore cover the ground set of $SC$.

By the arguments in the two previous paragraphs we have the following lemma, relating the size of the reduction to the size of the original set cover problem.

**Lemma 5.** An instance of a set covering problem has a solution of size $k$ if and only if its reduction to a test collection problem described above has a solution of size $k + \lceil \log_2 n \rceil$.

It is easy to verify that all the steps in the reduction described above are polynomial-time implementable.

## 4 Hardness of Approximating Test Collection

In this section we will prove that test collection is as hard to approximate as the set covering problem.

We will show an approximation hardness for test collection from the corresponding hardness of approximating set cover. Let $\phi$ be a polynomial time algorithm that can approximate test collection. Let $SC$ be an instance of the set covering problem and $n$ be the number of elements in the ground set of $SC$. From Lemma 5, we see that the size of the optimal solution to the test collection reduction of the set covering problem is $\lceil \log_2 n \rceil$ larger than the optimal solution to $SC$. Hence this reduction does not guarantee hardness of approximation directly. To translate the hardness, we make multiple copies of the original set covering problem, and apply the reduction to the copied instance to drive down the logarithmic additive error.

Let $k$ be a positive integer. The following is our approximation algorithm for the set covering problem using a call to an approximation algorithm for test collection.

**Algorithm 1** $TCtoSC(SC, \phi, k)$

**Multiply** the original set covering problem $k$ times to construct a set covering instance $SC_k$.

**Reduce** $SC_k$ to a test collection problem using the reduction in Lemma 5. Denote this reduced problem $TC_k$.
Solve $TC_k$ using the approximation algorithm $\phi$ for the test collection problem. Construct a solution to $SC_k$ from the solution to $TC_k$. Divide the solution of $SC_k$ into solutions, one for each of the individual copies of $SC$, and output the best (minimum size) solution among them.

Observation 1 Algorithm runs in time polynomial in $n$ and $k$.

It follows that if $k$ is a polynomial function of $n$, Algorithm runs in time polynomial in $n$.

We now prove a technical lemma to be used in our approximation hardness result.

Lemma 6. Let $\phi$ by an algorithm with performance guarantee $A_\phi(n)$, where $n$ is the number of elements in the ground set of the test collection problem. The size of the solution returned by the algorithm $TCtoSC(SC, \phi, k)$ is at most $A_\phi(2kn)(\frac{1}{k} \lceil \log_2 kn \rceil + Opt(SC))$, where $Opt(SC)$ denotes the size of the optimal solution to the set covering instance $SC$.

The proof follows by observing that the test collection instance $TC_k$ has $2kn$ entries, applying Lemma 5, and bounding the size of the output solution to $SC$ by the average size of the solutions induced on the $k$ copies.

Theorem 2. Test collection is hard to approximate within $o(\log n)$ unless $P = NP$, where $n$ is the number of elements in the ground set.

Proof. Suppose there exists an algorithm $\phi$ that can approximate test collection within $o(\log n)$. Let $SC$ be any instance of the set covering problem. Solve $SC$ using $TCtoSC(SC, \phi, \lceil \ln n \rceil)$. By Observation 1, $TCtoSC$ runs in time polynomial in $n$. Using Lemma 6 and the performance guarantee definition, the size of the solution returned by $TCtoSC$ is $o(\log(n \lceil \log n \rceil)) \cdot (\frac{\lceil \log_2 \lceil \ln n \rceil \rceil}{\ln n} + Opt(SC)) = o(\log n \cdot Opt(SC))$ since $Opt(SC)$ is a positive integer. This contradicts the results of Arora and Sudan giving the claim.

A slight refinement of our main theorem follows.

Theorem 3. If there some $\epsilon > 0$ such that a polynomial time algorithm can approximate test collection within $(1 - \epsilon) \ln n$, then $NP \subseteq DTIME(n^{\log \log n})$. Here $n$ is the number of elements in the ground set.

5 Test Collection with Small Tests

In this section, we consider the special case when all the tests are small. We first give an algorithm for the case when the size of the largest set is bounded by $k$. The performance guarantee is $O(\ln k)$. We then look at the special case when the size of the set is bounded by 2, first verifying the NP-hardness of the problem restricted to this special case and then giving a $\frac{7}{6}$ + $\epsilon$-approximation algorithm, for any $\epsilon > 0$. 
Test Collection with Tests of Size at Most $k$

We consider the general case where the size of each test is bounded above by a constant $k$. We notice here that using the approximation guarantee of Lemma 3 and the reduction of the test collection problem to the set covering problem in Lemma 4 gives a $O(\log((n-k)k))$ approximation guarantee for the test collection problem when the size of the maximum set is bounded by $k$. This is due to the fact that a test of size $k$ will be reduced to a set of size $(n-k)k$ in the set covering problem. In other words, following Definition 2, such a test set will be converted to a cut in the complete graph in the cut cover version where the size of a shore is bounded by $k$, thus having all the induced edges in such a cut, which is at most $k(n-k)$. We give a new algorithm that improves this guarantee to $O(\log k)$.

We first prove a relation between the test collection problem and the set covering problem on the same identical instance where we think of the test sets as covering sets in the set cover instance. This is not a problem reduction as we did earlier in Lemma 4.

Lemma 7. If $SC(S, C)$ is an instance of the set covering obtained from $TC(S, C)$, an instance of a test collection problem on the same ground set by defining the sets in $SC$ as tests in $TC$, then $\text{Opt}(SC(S, C)) \leq \text{Opt}(TC(S, C)) + 1$, where $\text{Opt}(x)$ denotes the size of an optimal solution to problem $x$.

Proof. By Definition 3 all the elements of the ground set $S$ must have a different incidence pattern in any solution to $TC$. As a consequence, in a valid solution to $TC$ all but at most one elements of the ground set $S$ must have incidence with at least one member of any valid solution to $TC$. This implies that at most one of the elements of $S$ is not covered by a valid solution to $TC$. Thus any solution to $TC$ is a set cover for all but at most one member of $S$.

We give a new algorithm for the test collection problem that performs particularly well when the size of the largest set is small.

Algorithm 2 SmallTC($S, C$)

Phase I (Cover) Identity map $TC(S, C)$ to a set covering problem $SC_I(S, C)$, i.e. both the test collection and the set cover instance have the same ground set and the tests in $TC(S, C)$ become sets in $SC(S, C)$ (Lemma 7). Solve $SC_I$ using the greedy algorithm for set covering (Lemma 3) and let $C_I$ be the solution obtained. Note that $C_I$ is not necessarily a test collection and hence is a partial solution to the $TC$ instance.

Phase II (Reduce and Cover) Reduce the remaining test collection problem along with the partial solution $C_I$ to a set covering problem, $SC_R$, using the reduction outlined in Lemma 4. Solve $SC_R$ using the greedy algorithm and map the solution to a subset of $C_R \in C$.

Return $C_I \cup C_R$.

Theorem 4. The approximation guarantee of algorithm SmallTC($S, C$) is $O(\ln k)$, where $k$ is the size of the largest test in $C$. 
Proof. In the first phase of the algorithm we identify map the test collection problem to a set cover problem where each test in the test collection problem becomes a set in the set cover problem. The maximal set size in $SC_I$ will hence be $k$ and by Lemma 3 we have that $|C_I| \leq (1 + \ln k) \text{Opt}(SC_I)$ and by Lemma 7 we have $\text{Opt}(SC_I) \leq (\text{Opt}(TC) + 1)$. Thus, $|C_I| = O(\ln k) \text{Opt}(TC)$ observing that $\text{Opt}(TC) \leq \log_2 |S| \geq \log_2 k$.

We now apply the reduction given in Lemma 4 for reducing an instance of the test collection problem to an instance of the set covering problem. We recall from our previous discussion that the reduction of the test collection problem to the set cover problem corresponds to looking at all the elements of the test collection problem as nodes and the task is to cover all the edges in the induced complete graph using edges of the available cuts. The partial solution has covered a large part of the edges and the remaining graph consists of connected components, each having size at most $k$. The size of each set in the set covering reduction in Lemma 4 is now at most $k(k - 1)$, since each set has at most $k$ nodes and each node has degree at most $k - 1$. By Lemma 8 we have $|C_R| \leq (1 + \ln k(k - 1)) \text{Opt}(SC_R) \leq O(\ln k) \text{Opt}(TC)$.

The result follows by combining the contributions from the two phases.  

Test Collection with Tests of Size at Most Two

Using a reduction from 3-dimensional matching similar to the one in Garey and Johnson’s book [6] it is easy to show that the test collection problem remains NP-hard even if the sets are limited to have at most three elements. Garey and Johnson also state ([6], p. 222) that when the size of the sets is limited to two the problem is solvable in polynomial-time. However, in a last-page update added to later reprints, this is corrected and the problem is claimed to be NP-hard.

Theorem 5. The minimum test collection problem where the size of the largest set is limited to two is APX-complete.

We omit a (routine) proof of the above theorem that uses a reduction from maximum bounded 3-dimensional matching [12] due to lack of space. The above theorem implies that there is no polynomial-time approximation scheme for this even unless $P = NP$ [9].

We will use the notation 2-TC for test collection problems where the size of the sets is bounded by two. It is easy to show that we can assume without loss of generality that 2-TC contains only tests of size two, we may therefore refer to the tests of 2-TC as edges. Next we give an approximation algorithm for 2-TC. Before that, we make an observation which changes our perspective of 2-TC and motivates the algorithm.

Lemma 8. 2-TC is equivalent to the following problem: Given a graph, find an edge-subset that defines a subgraph with at most one isolated node, and in which every other connected component has at least three nodes, and the number of components is maximized.
Proof. Let $TC_2$ be an instance of 2-TC. In a solution to $TC_2$, at most one node has no adjacent edges; Every other node must be adjacent to at least one edge in the solution. Furthermore, the solution cannot have single edge components since the endpoints of such an edge have the same incidence pattern (Definition 3); Therefore each component must have size at least 3. Minimizing the number of edges in the graph will be the same as maximizing the number of components in the graph induced by the solution since each component will be a tree in the optimal (minimal) solution.

By the previous lemma we see that we can use an algorithm for set packing with 3-sets as a subroutine in solving 2-TC. In particular, we can use the algorithm of Hürkens and Schrijver [10] which has a performance guarantee of $\frac{3}{2} + \epsilon$ for any $\epsilon > 0$.

Algorithm 3 Approx$(TC_2)$

Reduce Given an instance $TC_2$ of 2-TC construct an instance $SP$ of set packing with 3-sets; Let the ground sets be the same; For every triple $x, y, z$ in the ground set of $TC_2$, if at least two of the edges $(x, y), (x, z), (y, z)$ occur in $TC_2$, include $\{x, y, z\}$ in the set packing instance $SP$.

Solve Fix an $\epsilon > 0$ and use the algorithm for set packing with 3-sets of [10] on $SP$ with performance guarantee $\frac{3}{2} + \epsilon$.

Construct a solution $s_{sp}$. For each 3-set in the solution to the set packing problem add a corresponding pair of edges to $s_{sp}$.

Complete the solution by adding edges to $s_{sp}$ to connect all but an isolated node to other larger connected components in the graph to form $s_{tc}$.

Return $s_{tc}$.

Lemma 9. If $TC_2$ is feasible then Algorithm returns a valid solution to 2-TC and runs in polynomial time.

Proof. The Reduce step can be done in time $O(m^2)$, where $m$ is the number of edges in $TC_2$. The algorithm of [10] runs in polynomial time for any fixed $\epsilon$. The construct step can be done in time $O(m)$. This algorithm guarantees returning a maximal solution. If $TC_2$ is feasible then the Complete step can be done in time $O(n^2)$ by iteratively looking at all nodes in the graph that are not to incident to edges in the current solution. As the number of components in the set partitioning solution is maximal all but one isolated node will be connectable to the components of the current solution. We can therefore iteratively add one node at a time to connect it to the current solution. □

Lemma 10. Algorithm gives a $\frac{7}{6} + \epsilon$ approximation to 2-TC, for any $\epsilon > 0$.

Proof. We notice that the size of the solution to the test collection problem is same as the number of edges in the solution. This is the same as the number of nodes in the graph less the number of components in the solution.

Let $SP$ be the reduced set packing problem. The algorithm for finding a set packing with 3-sets [10] has a $\frac{3}{2} + \epsilon$-approximation guarantee, for any fixed $\epsilon > 0$. Exactly one edge will be added for each node not in a 3 set. The size of the solution returned by the algorithm will therefore be at most $2Apx(SP) + \epsilon$. □
\( n - 3Apx(SP) = n - Apx(S) \leq n - \frac{1}{3+\epsilon}Opt(SP) \). Since we can recover a set packing solution from a test cover solution in a natural way, \( Opt(TC) \geq Opt(SP) + (n - 2Opt(SP)) = (n - Opt(SP)) \). The approximation guarantee of \( \tau \) is then \( Apx_\tau \leq \frac{n - \frac{2}{3+\epsilon}Opt(SP)}{n - Opt(SP)} \). Notice that \( Opt(SP) \leq \frac{n}{3} \) and we see that the performance ratio of \( Approx(TC2) \) is at most \( \frac{7}{6} + \epsilon' \), for any fixed \( \epsilon' > 0 \). □
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Abstract. The problem of computing tandem repetitions with $K$ possible mismatches is studied. Two main definitions are considered, and for both of them an $O(nK\log K + S)$ algorithm is proposed ($S$ the size of the output). This improves, in particular, the bound obtained in [17].

1 Introduction

Repetitions (periodicities) play a central role in word combinatorics [16]. On the other hand, repetitions are important from the application perspective. As an example, their properties allow to speed up pattern matching algorithms [9,5,4].

The problem of efficiently identifying repetitions in a given word is one of the classical pattern matching problems [6,24]. A tandem repeat or a square is a pair of consecutive occurrences of a subword in a word. For example, baba is a tandem repeat in word cbacbabacba. Since the beginning of 80s [7], it is known that checking whether a word contains no tandem repeat (or is square-free) can be done in time $O(n)$ ($n$ length of the word). If one wants to find all tandem repeats, their number comes into consideration. Word $a^n$ contains $O(n^2)$ tandem repeats. If we restrict ourselves to primitive squares (i.e. subwords $uu$ where $u$ is not itself a repetition $v^k$ for $k \geq 2$), then a word may contain $O(n \log n)$ of them and this bound is tight. All primitive squares can be found in time $O(n + S)$ where $S$ is their number [15,23,12], hence in the worst-case time $O(n \log n)$.

In [13,12], we studied maximal repetitions (see also [20,19]). Those can be viewed as maximal runs of squares [11,23], i.e. series of squares of equal length shifted by one letter one with respect to another. For example, $bcbacacacaab$ contains a maximal repetition $acacaca$ which is a succession of four squares: $acac$, $caca$, $acac$, $caca$. Thus, the set of maximal repetitions can be regarded as an encoding of all tandem repeats in the string. We showed [13] that this encoding is more compact in the worst case, as there are only $O(n)$ maximal repetitions in words of length $n$. Moreover, all of them can be found in time $O(n)$ [12].

More recently, searching for repetitions in a string received a new motivation, due to biosequence analysis [10]. Successive occurrences of a fragment often bear
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important information in DNA sequences and their presence is characteristic for many genomic structures (such as telomer regions for example). From practical viewpoint, satellites and alu-repeats are involved in chromosome analysis and genotyping, and thus are of great interest to genomic researchers. Tools for finding successive repeats are nowadays an obligatory part of integrated systems for analyzing and annotating whole genomes [2].

The major difficulty in finding biologically relevant repetitions in genomic sequences is a certain variation that must be admitted between the copies of the repeated subword. In other words, biologists are interested in approximate repetitions and not necessarily in exact repetitions only. The first natural definition of approximate repetition is an approximate tandem repeat which is a subword $uv$ where $u$ and $v$ are within a given distance $k$ and the notion of distance could be one of those usually used in biological applications, such as Hamming distance or edit distance. The problem of finding approximate tandem repeats for both these distances has been studied by G. Landau and J. Schmidt [17]. They showed that in case of the Hamming distance (respectively edit distance), all approximate tandem repeats can be found in time $O(nK \log(n/K) + S)$ (respectively $O(nK \log K \log n + S)$), where $S$ is the number of repeats found. Several other approaches to finding approximate tandem repeats in DNA sequences have been proposed in the bioinformatics community—some of them use statistical framework [12], some require to specify the size of repeated motif [3, 21], some use very general framework and have to make use of some heuristic filtering steps to avoid exponential blow-up [25].

This paper deals with finding approximate repetitions using exact combinatorial methods of string matching. We focus on the Hamming distance case when the variability between repeated copies can be only letter replacements. An important motivation is to define structures encoding families of approximate tandem repeats, analogous to maximal repetitions in the exact case. In Section 2 we define two fundamental structures: globally-defined approximate repetitions and runs of approximate tandem repeats. In Section 3 we show that all globally-defined approximate repetitions can be found in time $O(nK \log K + S)$, where $S$ is their number. In Section 4 we show that the same bound holds for runs of approximate tandem repeats: all of them can be found in time $O(nK \log K + R)$, where $R$ is their number. This result implies, in particular, that all approximate tandem repeats can be found in time $O(nK \log K + T)$ ($T$ their number), improving the $O(nK \log(n/K) + T)$ bound of G. Landau and J. Schmidt for the most interesting case of small $K$. Finally, in the last section we give some concluding remarks and mention possible extensions of presented results.

Due to space limitations, we present only a high-level description of the algorithms, and we refer to the extended version [14] for algorithm pseudo-codes.
2 K-Mismatch Globally-Defined Repetitions and Runs of K-Mismatch Tandem Repeats

Quoting [1], one difficulty in dealing with (approximate) tandem repeats is accurately defining them. Even if we concentrate only on mismatches, as it is the case in this paper, different definitions of approximate repetitions can be thought of. Here we introduce two basic notions of approximate repetitions.

We start by recalling briefly some facts about exact repetitions. The period of a word \( w[1:n] \) is the minimal natural number \( p \) such that \( w[i] = w[i + p] \) for all \( 1 \leq i, i + p \leq n \). The ratio \( n/p \) is called the exponent of \( w \). A repetition is any word with the exponent greater or equal to 2 [13]. A tandem repeat, or a square, is a word which is a concatenation of another word with itself. Equivalently, a tandem repeat is a repetition the exponent of which is an even natural number. In the case when the exponent is equal to 2, the tandem repeat (square) is called primitive. The following proposition is well-known (see [16]).

**Proposition 1.** A word \( r[1:n] \) is a repetition with period \( p \leq n/2 \) if and only if one of the following conditions holds:

(i) \( r[1..n-p] = r[p+1..n] \), and \( p \) is the minimal number with this property,

(ii) any subword of \( r \) of length \( 2p \) is a tandem repeat, and \( p \) is the minimal number with this property.

When considering repetitions as subwords of a bigger word, the notion of maximality turns out to be very useful: a repetition is maximal iff it cannot be extended (by one letter) to the right or left while keeping the same period. Formally, given a word \( w[1:n] \) and a subword \( w[i..j] \) which is a repetition of period \( p \), this repetition is called maximal if the period of both \( w[i..j+1] \) (provided that \( j < n \)) and \( w[i-1..j] \) (provided that \( i > 1 \)) is strictly larger than \( p \). For example, \( acaabaababc \) contains repetition (tandem repeat) \( aabaab \) which is not maximal, as the \( a \) which follows it respects the periodicity. On the other hand, \( aabaaba \) occurs as a maximal repetition. Maximal repetitions were studied in [19,13,12,23].

We now turn to defining approximate repetitions. Similar to the exact case, the basic notion here is the approximate tandem repeat. Assume \( h(\cdot, \cdot) \) is the Hamming distance between two words of equal length, that is \( h(w_1, w_2) \) is the number of mismatches (letter differences at corresponding positions) between \( w_1 \) and \( w_2 \). For example, \( h(baaacb, bcabcb) = 2 \).

**Definition 1.** A word \( \alpha = \alpha'\alpha'' \), such that \( |\alpha'| = |\alpha''| \), is called a K-mismatch tandem repeat iff \( h(\alpha', \alpha'') \leq K \). Reusing the terminology of the exact case [12], we call number \( p = |\alpha'| = |\alpha''| \) the period of \( \alpha \), and words \( \alpha' \), \( \alpha'' \) left and right root of \( \alpha \) respectively.

We now want to define a more global structure which would be able to capture “long approximate periodicities”, generalizing repetitions with arbitrary exponent in the exact case. As opposed to the exact case, Conditions (i)-(ii) of Proposition 1 generalize to different notions of approximate repetition. Condition (i) gives rise to the strongest of them:
Definition 2. A word $r[1 : n]$ is called a $K$-mismatch globally-defined repetition with period $p$, $p \leq n/2$, iff $h(r[1..n-p], r[p+1..n]) \leq K$.

Equivalently, $r[1 : n]$ is a $K$-mismatch globally-defined repetition with period $p$, if the number of $i$ such that $r[i] \neq r[i+p]$ is at most $K$. For example, $abaa abba cbba cb$ is a 2-mismatch globally-defined repetition with period 4. $abc abc abc abb abc abc abc$ is a 1-mismatch globally-defined repetition with period 3 but $abc abc abc abb abc abc abc abb$ is not.

Another viewpoint, expressed by Condition (ii) of Proposition II, considers a repetition as an encoding of squares it contains [11,23]. Projecting this to the approximate case, we come up with the notion of run of approximate tandem repeats:

Definition 3. A word $r[1 : n]$ is called a run of $K$-mismatch tandem repeats of period $p$, $p \leq n/2$, iff for every $i \in [1..n-2p+1]$, subword $\alpha = r[i..i+2p-1] = r[i..i+p-1]r[i+p..i+2p-1]$ is a $K$-mismatch tandem repeat of period $p$.

Similarly to the exact case, when we are looking for approximate repetitions occurring in a word, it is natural to consider maximal approximate repetitions. These are repetitions extended to the right and left as far as possible provided that the corresponding definition is still verified. Note that the notion of maximality applies to both definitions of approximate repetition considered above: in both cases we can extend a repetition to the right/left as long as the obtained subword remains a repetition according to the considered definition. Throughout this paper we will be always interested in maximal repetitions, without mentioning it explicitly. Note that for both notions of approximate repetitions defined above, the maximality requirement implies that if $w[i : j]$ is a repetition of period $p$ in $w[1 : n]$, then $w[j+1] \neq w[j+1-p]$ (provided $j < n$) and $w[i-1] \neq w[i-1+p]$ (provided $i > 1$). Furthermore, if $w[i : j]$ is a maximal globally-defined repetition, it contains exactly $K$ mismatches $w[l] \neq w[l+p]$, $i \leq l, l+p \leq j$, unless the whole word $w$ contains less than $K$ mismatches (to simplify the presentation, we always exclude this latter case from consideration).

Example 1. The following Fibonacci word contains three runs of 3-mismatch tandem repeats of period 6. They are shown in regular font, in positions aligned with their occurrences. Two of them are identical, and contain each four 3-mismatch globally-defined repetitions, shown in italic for the first run only. The third run is a 3-mismatch globally-defined repetition in itself.

```
010010 100100 101001 010010 010100 1001
10010 100100 10
0010 100100 101
10 100100 10100
0 100100 101001
1001 010010 010100 1
10 010100 1001
```

In general, each $K$-mismatch globally-defined repetition is a subword of a run of $K$-mismatch tandem repeats. On the other hand, a run of tandem repeats in
a word is the union of all globally-defined repetitions it contains. However, a run of tandem repeats may contain as many as a linear number of globally-defined repetitions. For example, the word \((000 \ 100)^n\) of length \(6n\) is a run of 1-mismatch tandem repeats of period 3, which contains \((2n-1)\) 1-mismatch globally-defined repetitions. In general, the following observation holds.

**Lemma 1.** Let \(w[1 : n]\) be a run of \(K\)-mismatch tandem repeats of period \(p\) and let \(s\) be the number of mismatches \(w[i] \neq w[i+p], 1 \leq i, i+p \leq n\) (equivalently, \(s = h(w[1..n-p], w[p+1..n])\)). Then \(w\) contains \(s - K + 1\) globally-defined repetitions.

Note that both definitions can be criticized as for their relevance to practical situations. An obvious property of runs is that the repeated pattern can change completely along the run regardless the value of \(K\). For example, \(aaa \ aba \ abb \ abb \ bbb\) is a run of 1-mismatch tandem repeats of period 3, although 3-letter patterns \(aaa\) and \(bbb\) have nothing in common. On the other hand, globally-defined repetitions put a global limit on the number of mismatches and therefore may not capture some repetitions that one would possibly like to consider as such, in particular repetitions with big exponents where the total number of mismatches can exceed \(K\) while the relative number of mismatches remains low. However, these two structures are of primary importance as they provide respectively the weakest and strongest notions of repetitions with \(K\) mismatches, and therefore “embrace” all practically relevant repetitions. In what follows we propose efficient algorithms to find both those types of repetitions.

## 3 Finding \(K\)-Mismatch Globally-Defined Repetitions

In this section we describe how to find, in a given word \(w\), all maximal \(K\)-mismatch globally-defined repetitions occurring in \(w\) (\(K\) is a given constant). Our algorithm extends, on the one hand, the one for exact maximal repetitions \([19,12]\) and on the other hand, generalizes the one of \([17]\) (see also \([10]\)) by using a special factorization of the word to speed-up the algorithm.

To proceed, we need more definitions. Consider a globally-defined repetition \(r = w[i..j]\) of period \(p\) in a word \(w[1 : n]\). \(w[i..i+p-1]\) is called the left root of \(r\) and \(w[j-p+1..j]\) its right root. \(r\) is said to contain the character \(w[l]\) iff \(i \leq l \leq j\), and is said to touch \(w[l]\) iff \(r\) contains \(w[l]\) or contains one of characters \(w[l-1], w[l+1]\).

Our first basic technique is described by the following auxiliary problem: Given a word \(w[1 : n]\) and a distinguished character \(w[l], l \in [2..n-1]\), we wish to find all \(K\)-mismatch globally-defined repetitions in \(w\) which touch \(w[l]\). We distinguish two disjoint classes of repetitions according to whether their right root starts to the left or to the right to \(w[l]\). We concentrate on repetitions of the first class, those of the second class are found similarly.

For each \(p \in [1..l - 1]\), and for all \(k \in [0..K]\), we compute the following functions:

\[
LP_k(p) = \max\{j \mid h(w[l-p..l-p+j-1], w[l..l+j-1]) \leq k\}, \\
LS_k(p) = \max\{j \mid h(w[l-p-j..l-p-1], w[l-j..l-1]) \leq k\}.
\]
Informally, $LP_k(p)$ is the length of the longest subword in $w$ starting at position $l - p$ and equal, within $k$ mismatches, to a subword starting at $l$. Similarly, $LS_k(p)$ is the length of the longest subword ending at position $l - p - 1$ equal, within $k$ mismatches, to a subword ending at position $l - 1$. These functions are variants of longest common extension functions \cite{17,10} and can be computed in time $O(nK)$ using suffix trees combined with the lowest common ancestor computation in a tree. We refer to \cite{10} for a detailed description of the method.

Consider now a $K$-mismatch globally-defined repetition $r$ with a period $p$ which has its right root starting to the left of $w[l]$. Note that character $w[l - p]$ is contained in $r$, and that $r$ is uniquely defined by the number of mismatches $w[i - p] \neq w[i], i \geq l$, contained in $r$. Let $k$ be the number of those mismatches. Then

$$LP_k(p) + LS_{K - k}(p) \geq p.$$  \hfill (3)

Conversely, (3) can be used to detect a repetition. The following theorem holds (see \cite{17,10}), which is a generalization of the corresponding result of \cite{20,19}.

**Theorem 1.** Let $w[1 : n]$ be a word and $w[l], 1 < l < n$, a distinguished character. There exists a $K$-mismatch globally-defined repetition with period $p$ which contains $w[l]$, and has its right period starting to the left to $w[l]$, iff for some $k \in [0..K]$,

$$LP_k(p) \leq p,$$  \hfill (4)

and inequation (3) holds. In this case, this repetition starts at position $l - p - LS_{K - k}(p)$ and ends at position $l + LP_k(p) - 1$.

Inequation (4) ensures that the right root starts to the left of $w[l]$.

Theorem 1 provides an $O(nK)$ algorithm for finding all considered globally-defined repetitions: compute longest extension function (1) (2) (this takes time $O(nK)$) and then check inequations (3), (4) for all $p \in [1..l - 1]$ and all $k \in [0..K]$ (this takes time $O(nK)$ too). Each time the inequations are verified, a new repetition is identified. Finding repetitions with the right root starting to the right of $w[l]$ is a symmetric problem, which is solved within the same time bound.

The algorithm solving the auxiliary problem described above will be referred to as Algorithm 1.

The second important tool is Lempel-Ziv factorization used in the well-known compression method. Let $w$ be a word and assume that the last symbol of $w$ does not occur elsewhere. In this paper, we need two variants of the Lempel-Ziv factorization, that we call with copy overlap and without copy overlap.\footnote{The $s$-factorization used in \cite{19,12} is a minor modification of the Lempel-Ziv factorization with copy overlap. The difference is that the $s$-factorization considers the longest factor occurring earlier, while the Lempel-Ziv factorization considers the shortest factor which does not occur earlier (see \cite{10} for a related discussion). In this paper, we use the Lempel-Ziv factorization which suits better to our purposes.}

**Definition 4.** The Lempel-Ziv factorization of $w$ with copy overlap (respectively without copy overlap) is the factorization $w = f_1f_2\ldots f_m$, where $f_i$’s are defined inductively as follows:
(i) \( f_1 = w[1] \),
(ii) for \( i \geq 2 \), \( f_i \) is the shortest word occurring in \( w \) immediately after \( f_1f_2 \ldots f_{i-1} \) which does not occur in \( f_1f_2 \ldots f_i \) other than in prefix (respectively, does not occur in \( f_1f_2 \ldots f_{i-1} \)).

As an example, the Lempel-Ziv factorization with copy overlap of the word \( aabbabababbcb \); the factorization without copy overlap is \( a|ab|ba|bababb|bc \). Both variants of Lempel-Ziv factorization can be computed in linear time \([22,10]\). If \( w = f_1f_2 \ldots f_m \) is the Lempel-Ziv factorization, we call \( f_i \)’s Lempel-Ziv factors or simply factors of \( w \). The last character of \( f_i \) will be called the head of \( f_i \).

We are now ready to describe the algorithm for finding all \( K \)-mismatch globally-defined repetitions. Consider the Lempel-Ziv factorization of \( w \) with copy overlap. The algorithm consists of three stages. The key to the first stage is the following lemma.

**Lemma 2.** The right root of a \( K \)-mismatch globally-defined repetition cannot contain as subword \( K + 1 \) consecutive Lempel-Ziv factors.

**Proof.** Each factor contained in the right root contains a character mismatching the one located one period to the left. Indeed, if it does not contain a mismatch, it has an exact copy occurring earlier, which contradicts the definition of factorization. As the right root contains at most \( K \) mismatches, it cannot contain \( K + 1 \) or more factors.

We divide \( w \) into consecutive blocks of \( K + 2 \) Lempel-Ziv factors. Let \( w = B_1 \ldots B_m \) be the partition of \( w \) into such blocks. The last character of \( B_i \) will be called the head character of this block. At the first stage, we find, for each block \( B_i \), those repetitions which touch the head character of \( B_i \) but do not touch that of \( B_{i+1} \). First, concentrate on those of such repetitions with the right root starting before the head character of \( B_i \).

**Lemma 3.** Assume a \( K \)-mismatch globally-defined repetition \( r \) touches the head character of \( B_i \) but not that of \( B_{i+1} \). Then \( |r| < 2|B_iB_{i+1}| \).

**Proof.** Lemma 2 implies that the right root of \( r \) cannot start before the first character of \( B_i \). Therefore, the period of \( r \) is bounded by \( |B_iB_{i+1}| \). On the other hand, by the argument of the proof of Lemma 2 \( r \) cannot extend by more than a period to the left of \( B_i \). Therefore, the total length of \( r \) is bounded by \( 2|B_iB_{i+1}| \).

**Lemma 3** allows us to apply Algorithm 1: Consider the word \( w_i = vB_iB_{i+1} \), where \( v \) is the suffix of \( B_1 \ldots B_{i-1} \) of length \( |B_iB_{i+1}| \). Then find, using Algorithm 1, all repetitions in \( w_i \) touching the head character of \( B_i \) and discard those which touch the head character of \( B_{i+1} \). The resulting complexity is \( O(K(|B_i| + |B_{i+1}|)) \).

After processing all blocks, we find all repetitions touching block head characters. Observe that repetitions resulting from processing different blocks are distinct. Summing up over all blocks, the resulting complexity of the first stage is \( O(nK) \). The repetitions which remain to be found are those which lie entirely within a block – this is done at the next two stages.

At the second stage we find all repetitions inside each block \( B_i \) which touch factor heads other than the block head (=last character of the block). For each \( B_i \), we proceed by simple binary division approach:
(i) divide current block of factors \( B = f_if_{i+1} \ldots f_{i+m} \) into two sub-blocks
\( B' = f_i \ldots f_{[m/2]} \) and \( B'' = f_{[m/2]+1} \ldots f_{i+m} \),
(ii) using Algorithm 1, find the repetitions in \( B \) which touch the head character
of \( f_{[m/2]} \), but discard those which touch the head character of \( f_{i+m} \) or
contain the first character of \( f_i \),
(iii) process recursively \( B' \) and \( B'' \).

The above algorithm has \([\log K]\) levels of recursion, and since at each step the
word is split into disjoint sub-blocks, the whole complexity of the second stage
is \( O(nK \log K) \).

Finally, at the third stage, it remains to find the repetitions which occur
entirely inside each Lempel-Ziv factor, namely which don’t contain its first char-
acter and don’t touch its head character. By definition of factorization with copy
overlap (Definition 4), each factor without its head character has another (pos-
sibly overlapping) occurrence to the left. Therefore, each of these repetitions has
another occurrence to the left too. Using this observation, these repetitions can
be found using the same technique as the one of [12]: When constructing the
Lempel-Ziv factorization we keep for each factor \( w_a \) a pointer to a copy of \( w \)
to the left. Then processing factors from left to right, recover repetitions inside
the factor from its pointed copy. We refer to [12] for algorithmic details. The
complexity of this stage is \( O(n+S) \), where \( S \) is the number of repetitions found.
The following theorem summarizes this section.

**Theorem 2.** All \( K \)-mismatch globally-defined repetitions can be found in time
\( O(nK \log K + S) \) where \( n \) is the word length and \( S \) is the number of repetitions
found.

## 4 Finding Runs of \( K \)-Mismatch Tandem Repeats

In this section we describe an algorithm for finding all runs of \( K \)-mismatch
tandem repeats in a word.

The general structure of the algorithm is the same as for globally-defined
repetitions – it has the three stages playing similar roles. At the first and second
stages, the key difference is the type of objects we are looking for: instead of
computing globally-defined repetitions we now compute subruns of \( K \)-mismatch
tandem repeats. Formally, a subrun is a run of \( K \)-mismatch tandem repeats,
which is not necessarily maximal. At each point of the first and second stage when
we search for repetitions touching some head character \( w[l] \), we now compute
subruns of those \( K \)-mismatch tandem repeats which touch \( w[l] \). This can be
seen as outputting by Algorithm 1 only the part of the globally-defined repetition
falling to the interval \( l - 2p..l + 2p \).

The major additional difficulty of computing runs is assembling subruns into
runs. To perform the assembling, we need to store subruns in an additional data
structure and to carefully manage merging of subruns into bigger runs. We have
to ensure that the number of subruns we come up with and the work spent
on processing them do not increase the resulting complexity bound. Below we
describe the three stages of the algorithm in more details.
We identify a subrun with the interval of end positions of the tandem repeats it contains.

For the input word $w$, we compute the Lempel-Ziv factorization without copy overlap and divide it into blocks $B_1 \ldots B_m$, each containing $K + 2$ consecutive Lempel-Ziv factors. Note that Lemma 2 still holds for the factorization without copy overlap. At the first stage, we find subruns of all those tandem repeats which touch block head characters. For each block $B_i$, we find the tandem repeats which touch the head character of $B_i$ but not that of $B_{i+1}$. Let $l_i$ be the position of the head character of $B_i$. Then the subruns of period $p$, found at this step, belong to the interval $[l_i - 1..\min\{l_i + 2p, l_{i+1} - 2\}]$. We call this interval the explored interval for $w[l_i]$ and $p$. The subruns found at this step can be seen as subintervals of this explored interval. These subruns are stored into a double-linked list in increasing order of positions. If position $l_i - 2$, it is merged with the explored interval for $w[l_i]$, thus forming a bigger explored interval. Accordingly, the lists of subruns associated with these intervals are merged into a single list. All additional operations take constant time, and the resulting complexity of the first stage is $O(nK)$.

The second stage is modified in a similar way. Recall that at each call of modified Algorithm 1 we are searching for repetitions occurring between some factor head, say $w[l']$, another factor head $w[l'']$, and touching some factor head $w[l]$ ($l' < l < l''$). Assuming that recursive calls are executed in preorder (see the description of the second stage in the previous section), no factor head between $w[l']$ and $w[l'']$ has been processed yet. In this case, the explored interval is $[\max\{l' + 2p + 1, l - 1\}..\min\{l + 2p, l'' - 2\}]$, and we may have to merge it either with the previous explored interval, or with the next one, or both. The complexity of the second stage stays $O(nK \log K)$.

After accomplishing the first and second stages, we have, for each period $p$, a set of non-intersecting explored intervals. Each interval is associated with a sequence of successive head characters $w[l_i], w[l_{i+1}], \ldots, w[l_m]$ such that $l_{j+1} - l_j \leq 2p+2$ for $j \in [i..m-1]$, and the interval itself is $[l_i - 1..l_m + 2p]$. In particular, the interval is associated to $w[l_i]$ and $w[l_m]$ - the first and the last head characters of this sequence. Those subruns of tandem repeats which have been actually found within this interval, are stored in a double-linked list associated to the interval.

At the third stage, we have to find subruns of those tandem repeats which lie entirely inside Lempel-Ziv factors. For each period, potential occurrences of these subruns correspond precisely to the gaps between explored intervals. Thus, the third stage can be also seen as closing up the gaps between explored intervals for this period.

As in the previous section, the key observation here is the fact that Lempel-Ziv factors without their head character have a copy to the left (here required to be non-overlapping), and the idea is again to process $w$ from left to right and to retrieve the subruns inside each factor from its copy. However, the situation here is different in comparison to globally-defined repetitions: we may have to “cut out” a chain of subruns belonging to the factor copy from a longer list and then to “fit” it into the gap between two explored intervals. The “cutting out” may entail splitting subruns which span over the borders of the factor
copy, and “fitting into” may entail merging those subruns with subruns from the neighboring explored intervals. Below we sketch the algorithm for the third stage, which copes with these difficulties.

During the computation of the Lempel-Ziv factorization, for each Lempel-Ziv factor \( f_i = va \) we choose a copy of \( v \) occurring earlier and point from the end position of this copy to the head character \( a \) of \( f_i \). It may happen that one position has to have several pointers, in which case we organize them in a list. We traverse \( w \) from left to right and maintain for the current position the last runs (of all possible periods) which start before this character. To this purpose, we also maintain the following invariant: at the moment we arrive at a position, we know the list of all subruns which start at this position. This information is collected according to the following general rule: for each subrun starting at the current position, we assign the starting position of the next subrun in the list. Of course, there may be no next subrun if the current subrun is the last one in the explored interval. In this case, the starting position of the subrun following the current subrun will be set at the moment we fill the gap after this explored interval.

When we arrive at the end position of a copy of a Lempel-Ziv factor, we need to copy into the factor all the subruns which this copy contains. Therefore, we scan backwards the subruns contained in the copy and copy them to the factor. Copying the subruns closes up two explored intervals into one interval, and links together two lists of subruns, possibly inserting a new list of runs in between. Copying subruns in the backward direction is important for the correction of the algorithm – this guarantees that no subruns are missed. It is also for this reason that we need the copy to be non-overlapping with the factor.

After the whole word has been traversed, no more gaps between explored intervals exist anymore. This means that for each period, we have a list of subruns with this period occurring in the word, which are actually the searched runs. The complexity of the third stage is \( O(n + S) \), where \( S \) is the number of resulting runs. Putting together the three stages, we obtain the main result of this section.

**Theorem 3.** All runs of \( K \)-mismatch tandem repeats can be found in time \( O(nK \log K + S) \) where \( n \) is the word length and \( S \) is the number of runs found.

Once all runs have been found, we can easily output all tandem repeats. We then have the following result improving the result of [17].

**Corollary 1.** All \( K \)-mismatch tandem repeats can be found in time \( O(nK \log K + S) \) where \( n \) is the word length and \( S \) is the number of tandem repeats found.

## 5 Concluding Remarks

We proposed \( O(nK \log K + S) \) algorithms for finding \( K \)-mismatch globally-defined repetitions and runs of \( K \)-mismatch tandem repeats (\( S \) the output size). Note that if \( K \) is considered constant, we have \( O(n + S) \) algorithms for finding each of these structures. This is an interesting result, which had been long time unknown even for the exact case [15,23,12].
Globally-defined repetitions and runs of tandem repeats provide respectively the strongest and the weakest notion of approximate repetitions. For practical applications, such as genome analysis, it might be interesting to consider intermediate definitions with respect to the two “extreme” cases. In the extended version [14], we introduced two such types of approximate repetitions, so-called $K$-mismatch uniform repetitions and $K$-mismatch consensus repetitions, and analyzed their relationship to the notions of repetition considered in this paper. However, designing an efficient algorithm for finding repetitions of those types remains an open problem.

In the final stage of preparation of this paper, we got known of paper [18]. In this paper, yet another definition of approximate repetitions is considered, which is weaker than globally-defined repetitions, but stronger than both uniform repetitions and consensus repetitions from [14]. The algorithm presented in [18] runs in time $O(nKE \log(n/K))$, where $E$ is the maximal exponent of reported repetitions.

The algorithms presented in this paper are now being implemented within the mreps software\(^2\). Currently, mreps implements the algorithm of finding exact maximal repetitions [12]. Some interesting experiments have been done by applying mreps to genomic sequences [8].
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Abstract. Single nucleotide polymorphisms (SNPs) are the most frequent form of human genetic variation. They are of fundamental importance for a variety of applications including medical diagnostic and drug design. They also provide the highest-resolution genomic fingerprint for tracking disease genes. This paper is devoted to algorithmic problems related to computational SNPs validation based on genome assembly of diploid organisms. In diploid genomes, there are two copies of each chromosome. A description of the SNPs sequence information from one of the two chromosomes is called SNPs haplotype. The basic problem addressed here is the Haplotyping, i.e., given a set of SNPs prospects inferred from the assembly alignment of a genomic region of a chromosome, find the maximally consistent pair of SNPs haplotypes by removing data “errors” related to DNA sequencing errors, repeats, and paralogous recruitment. In this paper, we introduce several versions of the problem from a computational point of view. We show that the general SNPs Haplotyping Problem is NP-hard for mate-pairs assembly data, and design polynomial time algorithms for fragment assembly data. We give a network-flow based polynomial algorithm for the Minimum Fragment Removal Problem, and we show that the Minimum SNPs Removal problem amounts to finding the largest independent set in a weakly triangulated graph.

1 Introduction

1.1 Motivation

The large-scale laboratory discovery and typing of genomic sequence variation presents considerable challenges and it is not certain that the present technologies are sufficiently sensitive and scalable for the task. Computational methods that are intertwined with the experimental technologies are emerging, leading the way for this discovery process.

Single nucleotide polymorphisms (SNPs) are the most frequent form of human genetic variation and provide the highest-resolution genomic fingerprint for tracking disease genes. The SNPs discovery process has several stages: sample collection, DNA purification, amplification of loci, sequence analysis, and data management. The “large-scale” dimension of the analysis refers to either the
large number of loci or of individuals. Effective integration of these stages is important for the strategies employed in the pipeline. The choice of method, for any stage, could be influenced by the processes used in other stages.

The SNPs discovery involves the analysis of sequence differences and haplotype separation from several samples of a genomic locus from a given population. The leading two methods are based on Shotgun Genome Assembly (SGA) and on PCR amplification (PCR). The methods have complementary strengths and recognized computational bottlenecks associated with them. The SGA, in principle, generates haploid genotyping, and does not require sequence information for the loci, however, it needs good library coverage, and is computationally very challenging to distinguish paralogous repeats from polymorphism. The PCR method requires the knowledge of the genomic region of the locus, and could be done very effectively; however, it is expensive for large-scale projects.

There is need for powerful computational approaches that are sensitive enough and scalable so that they can remove noisy data and provide effective algorithmic strategies for these technologies. This paper is a first step towards such “computational SNPology”. It is devoted to algorithmic problems related to computational SNPs discovery and validation based on genome assembly. The basic problem is to start from a set of SNPs prospects inferred from the assembly alignment and to find out the maximal consistent subset of SNPs by removing “errors” related to sequencing errors, repeats, and paralogous recruitment.

1.2 Preliminaries

Recent whole-genome sequencing efforts have confirmed that the genetical makeup of humans is remarkably well-conserved, and small regions of differences are responsible for our diversities. The smallest possible region consists of a single nucleotide, and is called Single Nucleotide Polymorphism, or SNP (“snip”). This is a position in our genome at which we can have one of two possible values (alleles), while in the neighborhood of this position we all have identical DNA content. Since our DNA is organized in pairs of chromosomes, for each SNP we can either be homozygous (same allele on both chromosomes) or heterozygous (different alleles). Independently of what the actual different alleles at a SNP are, in the sequel we will denote the two values that each SNP can take by the letters A and B. A chromosome content projected on a set of SNPs (or haplotype), is then simply a string over the alphabet \{A, B\}, while a genotype is a pair of such strings, one for each haplotype.

DNA sequencing techniques are restricted to small, overlapping fragments. Such fragments can contain errors (e.g., due to low quality reads), and can come from either one of the two chromosome copies. Further, e.g. in shotgun sequencing, some pairs of these fragments (mate pairs) are known to come from the same copy of a chromosome and to have a given distance between them. The basic problem is then the following: “Given a set of fragments obtained by DNA sequencing from the two copies of a chromosome, reconstruct the two haplotypes from the SNPs values observed in the fragments.”
Note that it is possible, even in an error–free scenario, that the above problem cannot be solved because the information is insufficient. For instance, if a set of fragments does not share any SNPs with any of the remaining fragments, we may only be able to reconstruct partial haplotypes, but then we wouldn’t know how to merge them into only two (a problem known as phasing). It is better then to relax the requirement from “reconstruct the two haplotypes” to “reconstruct two haplotypes that would be compatible with all the fragments observed”. Stated in this form, the problem becomes trivial for the error–free case (as we will see in the sequel, it is simply the problem of determining the two shores of a bipartite graph). However, experiments in molecular biology are never error–free, and, under a general parsimony principle, we are led to reformulate the problem as “Find the smallest number of errors in the data so that there exist two haplotypes compatible with all the (corrected) fragments observed.”

Depending on the errors considered, we will define several different combinatorial problems. “Bad” fragments can be due either to contaminants (i.e. DNA coming from a different organism than the actual target) or to read errors (i.e. a false A, a false B, or a – inside a fragment, which represents a SNP whose value was not determined). A dual point of view assigns the errors to the SNPs, i.e. a “bad” SNP is a SNP for which some fragments contain read errors. Correspondingly, we may define the following optimization problems: “Find the minimum number of fragments to ignore”, or “Find the minimum number of SNPs to ignore”, so that “the (corrected) data is consistent with the existence of two haplotypes measured by error–free DNA sequencing. Find such haplotypes.”

### 1.3 Notation

The basic framework for SNPs problems is as follows. There is a set $S = \{1, \ldots, n\}$ of snips and a set $F = \{1, \ldots, m\}$ of fragments. Each snip is covered by some of the fragments, and can take the values A or B. Hence, a snip $i$ is defined by a pair of disjoint subsets of fragments, $A_i$ and $B_i$. There is a natural (canonical) ordering of the snips, given by their physical location on the chromosome, from left to right. Then, the data can also be thought of as an $m \times n$ matrix over the alphabet $\{A, B, –\}$, which we call the SNP matrix, defined in the obvious way.
The Fragment– and Snip– conflict graphs. We say that two fragments $i$ and $j$ are in conflict if there exists a snip $k$ such that $i \in A_k$, $j \in B_k$ or $i \in B_k$, $j \in A_k$. Given a SNP matrix $M$, the fragment conflict graph is the graph $G_F(M) = (\mathcal{F}, E_F)$ with an edge for each pair of fragments in conflict. Note that if $M$ is error–free, $G_F(M)$ is a bipartite graph, since each haplotype defines a shore of $G_F(M)$, made of all the fragments coming from that haplotype. Conversely, if $G_F(M)$ is bipartite, with shores $H_1$ and $H_2$, all the fragments in $H_1$ can be merged into one haplotype and similarly for $H_2$. We call a SNP matrix $M$ feasible (and infeasible otherwise) if $G_F(M)$ is bipartite, and we call the haplotypes obtained by merging the fragments on each shore derived from $M$. For $K$ a set of rows (fragments), we denote by $M[K]$ the submatrix of $M$ containing only the rows in $K$. The fundamental underlying problem in SNPs haplotypeing is determining an optimal set of changes to $M$ (e.g., row– and/or column– deletion) so that $M$ becomes feasible. We remark that $G_F(M)$ is the union of $n$ complete bipartite graphs, one for each column $j$ of $M$, with shores $A_j$ and $B_j$.

We now turn to snip conflicts. We say that two snips $i$ and $j$ are in conflict if $A_i$, $B_i$, $A_j$, $B_j$ are all nonempty and there exist two fragments $u$ and $v$ such that the submatrix defined by rows $u$ and $v$ and columns $i$ and $j$ has three symbols of one type ($A$ or $B$) and one of the opposite ($B$ or $A$ respectively). Given a SNP matrix $M$, the snip conflict graph is the graph $G_S(M) = (S, E_S)$, with an edge for each pair of snips in conflict. In section 2.2 we will state the fundamental theorem relating the two conflict graphs.

In this paper we are going to define the following optimization problems:

- **MFR** (Minimum Fragment Removal): Given a SNP matrix, remove the minimum number of fragments (rows) so that the resulting matrix is feasible.
- **MSR** (Minimum Snip Removal): Given a SNP matrix, remove the minimum number of snips (columns) so that the resulting matrix is feasible.
- **LHR** (Longest Haplotype Reconstruction): Given a SNP matrix, remove a set of fragments (rows) so that the resulting matrix is feasible, and the sum of lengths of the derived haplotypes is maximized.

A gapless fragment is one covering a set of consecutive SNPs. We say that a fragment has $k$ gaps if it covers $k + 1$ blocks of consecutive SNPs. Such a fragment is equivalent to $k + 1$ gapless fragments with the constraint that they must all be put in the same haplotype or all discarded. Particularly important is the case $k = 1$, which is equivalent to 2 gapless fragments coming from the same chromosome. This is the case of **mate pairs**, used for shotgun sequencing. In the remainder of the paper we show that the above problems are NP–hard in general. Furthermore, we show that MFR is NP–hard if even a single gap per fragment is allowed and MSR is NP–hard for fragments with two gaps. On the positive side, we study the special case of gapless fragments, and show that in this case the problems can be solved effectively. We provide polynomial algorithms for MFR, MSR and LHR. Note that the gapless case arises often in practical applications. For space limitations, some of the proofs are omitted in the sequel.
2 Getting Started: The Gapless Case

The simplest scenario for the SNPs haplotype reconstruction problem is when the fragments are consecutive, gapless genomic regions. This is not an unrealistic situation, since it arises, for example, in EST (Expressed Sequence Tags) mapping. This is in fact the case without mate pairs and with no missed SNPs inside a fragment because of thresholding or base-skipping read errors.

2.1 The Minimum Fragment Removal

In this section we show that in the gapless case, the minimum fragment removal (MFR) problem can be solved in polynomial time. For this section, we assume that there are no fragment inclusions, i.e., denoting by \( f_i \) and \( l_i \) the first and last snip of a fragment \( i \), \( f_i \leq f_j \) implies \( l_i \leq l_j \). We define a directed graph \( D = (F, A) \) as follows. Given two fragments \( i \) and \( j \), with \( f_i \leq f_j \), there is an arc \((i, j) \in A \) if \( i \) and \( j \) can be aligned without any mismatch, i.e., they agree in all their common snips (possibly none). Note that the common snips are a suffix of \( i \) and a prefix of \( j \).

Lemma 1. Let \( M \) be a SNP matrix, and \( P_1, P_2 \) be node-disjoint directed paths in \( D \) such that \( |V(P_1)| + |V(P_2)| \) is maximum. Let \( R = F - (V(P_1) \cup V(P_2)) \). Then \( R \) is a minimum set of fragments to remove such that \( M[R] \) is feasible.

Theorem 1. There is a polynomial time algorithm for finding \( P_1 \) and \( P_2 \) in \( D \) such that \( |V(P_1)| + |V(P_2)| \) is maximum.

Proof. We will use a reduction to a maximum cost flow problem. We turn \( D \) into a network as follows. First, we introduce a dummy source \( s \), a dummy sink \( t \), and an arc \((t, s) \) of capacity 2 and cost 0. \( s \) is connected to each node \( i \) with an arc \((s, i) \) of cost 0, and each node \( i \) gets connected to \( t \), at cost 0 and capacity 1. Then, we replace each node \( i \in D \), with two nodes \( i' \) and \( i'' \) connected by an arc \((i', i'') \) of cost 1 and capacity 1. All original arcs \((u, v) \) of \( D \) are then replaced by arcs of type \((u'', v') \). A maximum cost circulation can be computed in polynomial time, by, e.g., Linear Programming. Since \( D \) is acyclic, the solution is one cycle, which uses the arc \((t, s) \) and then splits into two \( s-t \) dipaths, saturating as many arcs of type \((i', i'') \) as possible, i.e. going through as many nodes as possible of \( D \). Since the capacity of arcs \((i', i'') \) is 1, the paths are node-disjoint.

With a similar reduction, we can show that the problem LHP can also be solved in polynomial time. The problem consists in finding two haplotypes of maximum total length (where the length of an haplotype is the number of SNPs it covers). We use a similar reduction as before, with the same capacities, but different costs for the arcs. Now the arcs of type \((i', i'') \) have cost 0, while an arc \((i'', j') \) has cost equal to the number of SNPs in \( j \) that are not also in \( i \) (e.g., an arc \((-ABB, -BBABA) \) has cost 3). Arcs \((s, i') \) have cost equal to the number of SNPs in \( i \). An \( s-t \) unit flow in this network describes a path that goes through some fragments, such that the total length of the SNPs spanned (i.e. of the haplotype) is equal to the cost of the path. Hence, the max cost circulation individuates two haplotypes of max total length. This proves the following

Theorem 2. The LHP for gapless fragments is polynomial.
2.2 The Minimum Snip Removal

**Theorem 3.** Let \( M \) be a gapless SNP matrix. Then \( G_x(M) \) is a bipartite graph if and only if \( G_S(M) \) is an independent set.

**Proof.** (If) Consider a cycle of fragments in a SNP matrix (see Fig. 1d). Wlog, assume the cycle involves fragments 0, 1, \ldots, \( k \). For each pair of consecutive fragments \( i, i+1 \) (mod \( (k+1) \)) there is a position \( u_i \) at which one has an A and the other a B. We associate to a fragment cycle a directed cycle between entries in the matrix, made of horizontal arcs from \( u_{i-1} \) to \( u_i \) in fragment \( i \), and vertical arcs from \( u_i \) in fragment \( i \) to \( u_i \) in fragment \( i+1 \). We call a vertical line a maximal run of vertical arcs in such a cycle. In a vertical line, the letters A and B alternate. By definition, an infeasible SNP matrix contains an odd cycle of fragments. Let us call weight of an infeasible SNP matrix the minimum number of vertical lines of any odd cycles of fragments it contains.

Assume there exists an infeasible gapless SNP matrix \( M \) such that \( G_S(M) \) is an independent set, and pick \( M \) to have minimum weight among all such \( M \). Consider an odd cycle in \( M \) achieving this weight. Since an infeasible matrix cannot have weight 1 there are at least two vertical lines, and hence a “right-most” vertical line, say between fragments \( f \) and \( g \). Since the line is rightmost, \( u_{f-1}, u_g \cleq u_f \). Assume \( u_g \geq u_{f-1} \) (same argument if \( u_{f-1} \geq u_g \)). Since \( M \) is gapless, there exists a symbol at row \( f \), column \( u_g \). The symbols \( M_{f,u_f} \) and \( M_{g,u_f} \) are the same if and only if \( M_{f,u_g} \) and \( M_{g,u_g} \) are the same (otherwise, the rows \( f \) and \( g \) individuate a snip conflict of columns \( u_g, u_f \)). Now, consider the SNP matrix \( M' \) obtained by \( M \) by first deleting (i.e., replacing with gaps) all the symbols between rows \( f \) and \( g \) (excluded), and then inserting an alternating chain of A's and B's, starting with \( M'_{g,u_g} \), between rows \( f \) and \( g \) in column \( u_g \). \( M' \) is an infeasible gapless SNP matrix of weight at least one smaller than \( M \). Further, there are no snip conflicts in \( M' \) that were not already in \( M \), so \( G_S(M') \) is an independent set. Hence, \( M \) was not minimal.

(Only if) We omit the simple proof.

Note that, in the presence of gaps, only the “only if” part of the theorem holds. We now show that the Minimum SNP removal problem can be solved in polynomial time on gapless SNP matrices. In particular, we prove that \( G_S(M) \) is a perfect graph. The basic tool to do this is the following: if \( I \) are the nodes of a hole or an antihole in \( G_S(M) \), and \( \{i, j\} \) is a conflict, with \( i, j \in I \), then for any \( k \in I \) such that column \( k \) is between columns \( i \) and \( j \) in \( M \), some relations of \( k \) with either \( i \) or \( j \) are forced. This will allow us to forbid long holes and antiholes.

**Lemma 2.** Let \( M \) be a gapless SNP matrix and \( c_1, c_2, c_3 \) be snips (columns of \( M \)) with \( c_1 \cleq c_2 \cleq c_3 \). If \( \{c_1, c_3\} \) is a snip conflict, then at least one of \( \{c_1, c_2\} \) and \( \{c_2, c_3\} \) is also a snip conflict.

**Proof.** There are two rows \( r_1 \) and \( r_2 \) such that the \( 2 \times 2 \) submatrix induced by rows \( r_1, r_2 \) and columns \( c_1, c_3 \) has three symbols of one type and one of the opposite. In this submatrix call a \( 2 \times 1 \) column of identical symbols type I and one of different symbols type D. Since \( M \) is gapless, \( c_2 \) must be either I or D. But one of \( c_1 \) and \( c_3 \) is I and the other D.
Lemma 3. Let $M$ be a gapless SNP matrix and $c_1$, $c_2$, $c_3$, $c_4$ be snips with $c_1 \leq c_2 \leq c_3 \leq c_4$. Assume $\{c_1, c_4\}$ is a snip conflict. Then, if $\{c_2, c_3\}$ is not a conflict, one of $c_1$ and $c_4$ conflicts with both $c_2$ and $c_3$. If $\{c_2, c_3\}$ is a conflict, then the conflicts in $\{c_1, c_2, c_3, c_4\}$ contain a length-$4$ cycle.

Lemma 4. If $M$ is a gapless SNP matrix, $G_S(M)$ does not have a chordless cycle of length $> 4$.

Proof. Assume $C = (i_1, \ldots, i_k, i_{k+1} = i_1)$ is a chordless cycle, $k \geq 4$, in $G_S(M)$ (i.e. the columns of $M$, listed in the order defined by the cycle). For $t = 1, \ldots, k$, let $B(t)$ be the set of nodes in $C$ which lie between $i_t$ and $i_{t+1}$ as columns of $M$. We say that $t$ hits $i_t$ and $i_{t+1}$. We call $t$ a long jump if $|B(t)| > 1$, a jump if $|B(t)| = 1$ and a shift if $|B(t)| = 0$. For a jump, we denote by $b_t$ the node such that $B(t) = \{b_t\}$. The following facts are true: (i) If $C$ has a long jump, it must be $k = 4$. (ii) If $C$ has no long jump, each jump $t$ must be followed by a shift, pointing to the node $b_t$.

To prove (i), consider a long jump, and let $B(t) = \{a_1, a_2, \ldots\}$. By lemma 3, if $\{a_1, a_2\}$ is not a conflict, that either $i_t$ or $i_{t+1}$ would have degree $\geq 3$ in $C$, impossible. Hence it must be a conflict. So, by lemma 3, $\{i_1, a_1, a_2, i_k\}$ must contain a cycle, and hence $k = 4$, since $C$ cannot contain other cycles.

To prove (ii), note that if $t$ is a shift for $t = 1, \ldots, k - 1$, then $k$ must be a long jump. Hence, if there are no long jumps, there must be jumps (see Fig. 2b, for an example of a generic such cycle). Now, assume that a jump $t$ is followed by another jump. Then (see Fig. 2b), since neither $b_t$ nor $b_{t+1}$ can be hit by a long jump, there must be a jump hitting $b_t$ and $b_{t+1}$. But, then lemma 2 applies to $b_t, i_{t+1}, b_{t+1}$, so that $i_{t+1}$ would have degree 3 in $C$. Hence, the jump $t$ is followed by a shift. If the shift points away from $b_t$, then $b_t$ should be hit by a long jump (see Fig. 2c), impossible. But then, the only possible hole is $C_4$.

Note that $C_4$ is actually achieved by some matrices (see Fig. 2d).

The following lemma generalizes lemma 3.

Lemma 5. Let $M$ be a gapless SNP matrix and $c_1$, $c_2$ be snips, with $c_1 < c_2$ and $\{c_1, c_2\}$ a snip conflict. Let $(a_1, a_2, \ldots, a_t)$ be a path in $G_S(M)$, such that

Fig. 2. (a) A cycle without long jumps. (b) two jumps in a row. (c) a jump and a shift. (d) The only possible holes.
\( c_1 < a_i < c_2 \) for all \( i = 1, \ldots, t \). If \( \{c_1, a_1\} \) is not a snip conflict, then \( \{a_i, c_2\} \) is a snip conflict. If \( \{c_2, a_1\} \) is not a snip conflict, then \( \{a_i, c_1\} \) is a snip conflict.

**Proof.** Since \( M \) is gapless, in the \( 2 \times n \) submatrix of \( M \) for which (wlog) \( c_1 \) is type I and \( c_2 \) is type D, \( a_1, \ldots, a_t \) must be I or D. We prove the first part of the lemma, the other being the same argument. Let \( a_0 := c_1 \). Then \( a_i \) is type I for all \( i = 1, \ldots, t \) to avoid a conflict of \( a_{i-1} \) and \( a_i \). This forces the conflict \( \{a_i, c_2\} \).

**Lemma 6.** If \( M \) is a gapless SNP matrix, \( G^c_S(M) \) does not have a chordless cycle of length \( > 4 \).

**Proof.** Let us call a path in \( G^c_S(M) \) an antipath and a cycle in \( G^c_S(M) \) an anticycle. Assume \((i_1, i_2, \ldots, i_k, i_{k+1} = 1)\) is a chordless anticycle of length \( k \geq 5 \). Let \( i_x = \min\{i_1, \ldots, i_k\} \) and \( i_y = \max\{i_1, \ldots, i_k\} \). \( \{i_x, i_y\} \) cannot be a snip conflict, or otherwise the part of the anticycle from \( i_x \) to either \( i_{y-1} \) or \( i_{y+1} \), can be used in lemma 5 to derive a contradiction. So, after possibly changing origin and orientation of the antihole, we can assume that \( x = 1 \) and \( y = 2 \). We will argue that the only possible ordering of these columns in \( M \) is \( i_1 < i_3 < i_5 < \ldots < i_6 < i_4 < i_2 \). In fact, we can apply the same argument from left to right and from right to left. Assume \( i_3 \) is not successive to \( i_1 \), but \( i_p, p > 3 \), is. Then, the antipath \((i_2, i_3, \ldots, i_{p-1})\) would be contained within \( i_p \) and \( i_2 \), and, by lemma 5, \( \{i_{p-1}, i_p\} \) would be a conflict. Similarly, now assume that \( i_4 \) is not the second-to-last, but some \( i_p, p > 4 \) is. Then the antipath \((i_3, \ldots, i_{p-1})\) is contained within \( i_3 \) and \( i_p \) and, by lemma 5, \( \{i_{p-1}, i_p\} \) would be a conflict. We can continue this way to prove the only ordering possible, but the important part is that the ordering looks like \( i_1 < \ldots < i_4 < i_2 \). Then, the antipath \((i_1, i_k, i_{k-1}, \ldots, i_5)\) is all contained within \( i_1 \) and \( i_4 \). By lemma 5, \( \{i_5, i_4\} \) must be a conflict, contradiction.

**Theorem 4.** If \( M \) is a gapless SNP matrix, then \( G_S(M) \) is a perfect graph.

**Proof.** Because of lemma 4 and lemma 6 \( G_S(M) \) is weakly triangulated, i.e. neither \( G_S(M) \) or its complement have a chordless cycle of length \( > 4 \). Since weakly triangulated graphs are perfect (Hayward, [3]), the result follows.

The next corollary follows from Theorem 4, Theorem 4 and the fact that the max independent set can be found in polynomial time on perfect graphs ([3,4]).

**Corollary 1.** The Minimum SNP Removal problem can be solved in polynomial time on gapless SNP matrices.

### 3 Dealing with Gaps

If gaps in the fragments are allowed, SNP problems become considerably more complex. Typically, a gap corresponds to a SNP whose value at a fragment which in fact covers it was not determined (e.g., because of thresholding of low quality reads, or for sequencing errors which missed some bases). Also, an important case of gaps occurs when fragments are paired up in the so called mate pairs. These, used in shotgun sequencing, are fragments taken from the same chromosome,
with some fixed distance between them. A mate pair can be thought of as a single fragment, with a large gap in the middle and SNPs reads at both ends.

A class of inputs in which the SNP matrix has gaps but that can still be solved in polynomial time is the following. A 0-1 matrix is said to have the consecutive ones property (C1P) if the columns can be rearranged so that in each row the 1s appear consecutively. Analogously, we say that a SNP matrix is C1P if there exists a permutation of the SNPs such that each fragment covers a consecutive (in π) subset of SNPs. Since finding such π is polynomial ([1]), it follows from Theorem 1, 2 and Corollary 1 the

**Corollary 2.** The problems MFR, LSH and MSR can be solved in polynomial time on SNP matrices that are C1P.

For those matrices that are not C1P, it is easy to show NP-hardness for many problems, by using the following lemma, that shows how to code a graph into a SNP matrix.

**Lemma 7.** Let $G = (V, E)$ be a graph. Then there exists a SNP matrix $M$ such that $G \equiv (M) = G$.

**Proof.** $G$ can be made into a $|V| \times |E|$ SNP matrix by having a fragment for each node in $V$ and a SNP for each edge $e = \{i, j\}$, with value A in $i$ and B in $j$.

We can now give a simple proof that MFR is NP-hard.

**Theorem 5.** MFR is NP-hard.

**Proof.** We use a reduction from the following NP-hard problem [6,8]: Given a graph $G = (V, E)$, remove the fewest number of nodes to make it bipartite. This is exactly MFR when $G$ is encoded into a SNP matrix as described in lemma 7.

In the following theorem, we show that it is the very presence of gaps in fragments, and not their quantity, that makes the problem difficult.

**Theorem 6.** MFR is NP-hard for SNP matrices in which each fragment has at most 1 gap.

The proof is through a polynomial time reduction from Max2SAT [2]. Consider an instance $\Phi(k, n)$ of Max2SAT with $k$ clauses over $n$ boolean variables. Denote the clauses of $\Phi$ as $C_1, C_2, \ldots, C_k$, and the variables as $x_1, x_2, \ldots, x_n$. By definition, each clause contains at most 2 literals. Without loss of generality, we assume that a variable appears at most once in a clause.

We transform the instance $\Phi(n, k)$ into a SNP matrix $M_\Phi$ with a set $F$ of $n(kk+3k+1)+3k$ fragments (rows), and $S$ of $2n+5k$ SNPs (columns). See Fig. 3. Each variable $x$ contributes $nk + 3k + 1$ fragments, which can be partitioned into 3 sets with $k, k, (nk + k + 1)$ fragments respectively. The fragments with labels $f_{x, 1}, \ldots, f_{x, k}$ form the set $T(x)$ (true). Similarly, the set $F(x)$ (False) is the set containing fragments $f_{x, 1}, \ldots, f_{x, k}$, and the set $S(x)$ (support) contains the remaining $nk + k + 1$ fragments. No two fragments from different sets can be in the same haplotype, and any number of fragments from the same set can be in the same haplotype. Denote a literal of the variable $x$ as $x_l \in \{x, \bar{x}\}$. If $x_l = x$,
then the fragment $f_{x_1;i}$ corresponds to $f_{x;i}$, and $f_{\bar{x};i} = f_{\bar{x};i}$. Similarly, if $x_l = \bar{x}$, $f_{x_1;i} = f_{\bar{x};i}$, and $f_{\bar{x};i} = f_{x;i}$.

Next, consider a clause $C_i = (x + \bar{y})$. There are three other fragments $C_{i;1}, C_{i;2}, C_{i;3}$ for each clause. The clause fragments are located in between the fragments for $x$ and $y$, $C_{i;1}$ and $C_{i;2}$ conflict with each other. Extend fragment $f_{x;i}$ with a mate-pair, so that it shares a SNP (and a conflict) with the clause fragment $C_{i;1}$. Likewise, extend $f_{y;i} to conflict with $C_{i;2}$. Finally the fragment $C_{i;3}$ is a mate-pair which conflict with both $f_{x;i}$ and $f_{y;i}$. Denote the fragment conflict graph on $M$ as $G(M)$ (for simplicity, we drop the subscript $F$).

**Lemma 8.** Given a clause $C_i = (x + \bar{y})$ of a 2SAT instance $\Phi$, the fragments $(C_{i;1}, C_{i;2}, f_{y_l;i}, C_{i;3}, f_{\bar{x}_l;i})$ form a chordless cycle in $G(M)$.

**Lemma 9.** Each fragment in $M$ has at most one gap.

**Lemma 10.** Let $K$ be a set of fragments (rows) in $M$. The following are sufficient conditions for $M[K]$ to be feasible.

1. For every variable $x$, $K \cap F(x) = \emptyset$, or $K \cap T(x) = \emptyset$.
2. For every clause $C_i = (x + y_l)$, $K$ does not contain all the four fragments $f_{x_l;i}, f_{y_l;i}, C_{i;1}, \text{ and } C_{i;2}$.

**Proof.** The proof is constructive. If $G(M[K])$ is bipartite, its nodes can be partitioned into two independent sets (shores) $K_1$ and $K_2$. We employ the following construction.

(1) For all $x$, add $S(x)$ to $K_1$, and $T(x)$ (or, $F(x)$) to $K_2$. (2) For all clauses $C_i = (x_l + y_l)$, add $C_{i;3}$ to $K_1$. (3) For all clauses $C_i = (x_l + y_l)$: (a) if $(f_{x_l;i} \notin F)$, add $C_{i;1}$ to $K_2$, and $C_{i;2}$ to $K_1$. (b) else if $(f_{y_l;i} \notin F)$, add $C_{i;2}$ to $K_2$, and $C_{i;1}$ to $K_1$. (c) else add $C_{i;2}$ (or, $C_{i;1}$) to $K_1$. 

Fig. 3. Gadget for the reduction.
We need to show that the graphs induced by $K_1$ and $K_2$ are both independent sets. Note that $S(x)$ in $K_1$ only has edges to $T(x)$ and $F(x)$ which are in $K_2$. Likewise for all $i$, $C_{i,3}$ in $K_1$ only has edges to nodes in $K_2$. If both $C_{i,1}$ and $C_{i,2}$ are present, then the condition ensures that both $f_{x_i,i}$ and $f_{y_i,i}$ are not in $K$. Therefore, the construction in 3a, and 3b ensures that $C_{i,1}$ and $C_{i,2}$ are put on different shores.

Next, consider the fragments in $T(x)$, and $F(x)$ for all $x$. Condition 1 ensures that they can be all placed in $K_2$ without conflicting edges between different literals of $x$. Next, from 3a, $C_{i,1}$ is placed in $K_2$ only if $f_{x_i,i}$ is not in $K$. From 3b, $C_{i,2}$ is placed in $K_2$ only if $f_{y_i,i}$ is not in $K$. Thus, $K_1$ and $K_2$ induce independent sets, and $M_{\Phi}[K]$ is feasible.

**Lemma 11.** An optimal solution to the MFR problem on $M_{\Phi}$ has at most $nk + k$ fragments.

**Proof.** Consider a set of fragments $R$ with $F(x)$ for all $x$, and $C_{i,1}$, for all clauses $C_i$. Removing $R$ satisfies the conditions of lemma 10 implying that $R$ is a solution to the MFR problem on $M_{\Phi}$ with $nk + k$ fragments.

**Lemma 12.** Let $R$ be an optimal solution to the MFR problem on $M_{\Phi}$. Then, $R \cap S(x) = \emptyset$ for all $x$.

**Proof.** Consider an optimal solution $R$ that contains a fragment $f$ from $S(x)$, for an arbitrary variable $x$. Let $K = \mathcal{F} - R$. As $R$ is optimal, adding $f$ to $G(M_{\Phi}[K])$ must create an odd-cycle $C$. Consider any other fragment $f' \in S(x)$. By construction, $C - \{f\} + \{f'\}$ is also an odd-cycle. This implies that all fragments in $S(x)$ are in $R$. Therefore, $|R| \geq |S(x)| = nk + k + 1 > nk + k$, a contradiction to lemma 11.

**Lemma 13.** Let $R$ be an optimal solution to the MFR problem for $M_{\Phi}$. Then, for all $x$, either $T(x) \subseteq R$, or $F(x) \subseteq R$.

**Proof.** Consider an optimal solution $R$ with a variable $x$, and fragments $f_1 \in T(x) - R$, and $f_2 \in F(x) - R$. By lemma 12, there is a fragment $f \in S(x) - R$. By construction, $f, f_1$, and $f_2$ form an odd cycle, a contradiction!

**Theorem 7.** Consider a Max2SAT instance $\Phi$ with $n$ variables and $k$ clauses, and the associated SNP matrix $M_{\Phi}$. $k' \leq k$ clauses of $\Phi$ are satisfiable if and only if there exists a solution to the MFR problem for $M_{\Phi}$ with $nk + k - k'$ fragments.

**Proof.** Consider an assignment of variables satisfying $k'$ clauses. For each variable $x$ set to TRUE, add all the fragments in $F(x)$ to $R$, and for every fragment set to FALSE, add all the fragments in $T(x)$ to $R$. Next, consider all the clauses that are satisfied. If $C_i = (x_i + y_i)$ is satisfied, at least one of $f_{x_i,i}$, and $f_{y_i,i}$ is in $R$, breaking the odd cycle, and we do nothing. If $C_i$ is not satisfied, we add $C_{i,1}$ to $R$. The number of fragments in $R$ due to variables is $nk$, and the number of fragments in $R$ due to clauses is $k - k'$. By lemma 10, $M_{\Phi}[\mathcal{F} - R]$ is feasible.

Next, consider an optimal solution $R$ of the MFR problem on $M_{\Phi}$ with $nk + k - k'$ fragments. For every $x$, by lemma 13, either $F(x) \subseteq R$ or $T(x) \subseteq R$. 
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If $F(x) \subseteq R$ set $x$ to TRUE. Otherwise set $x$ to FALSE. We need to show that exactly $k'$ clauses are satisfied. Note that a set $D$ of $nk$ nodes must be in any optimal solution $R$ to the MFR problem (lemma 13). Further, each clause is associated with 5 fragments that induce an odd cycle in the conflict graph (lemma 8). At least one of these fragments must be in $R$. If a clause $C_i = (x_i + y_i)$ is satisfied, then this fragment can be attributed to the set $D$. If however, $C_i$ is not satisfied, the number of fragments in $R$ increases by at least one. Thus if the total number of clauses satisfied is $k''$, then $|R| \geq nk + k - k''$. If $k'' < k'$, then $|R| > nk + k - k'$, a contradiction. On the other hand, if $k'' > k$, then by earlier argument, there is a solution to the MFR problem with $nk + k - k'' < nk + k - k'$ fragments, which is a contradiction to optimality.

We close this section with a complexity result for the snip removal problem, which follows using lemma 7 and the fact that MAXCUT is NP-hard for 3-regular graphs.

**Theorem 8.** The MSR problem is NP-hard for SNP matrices with at most 2 gaps per fragment.
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Abstract. We consider the classical problem of scheduling a set of independent jobs on a set of unrelated machines with costs. We are given a set of $n$ monoprocessor jobs and $m$ machines where each job is to be processed without preemptions. Executing job $j$ on machine $i$ requires time $p_{ij} \geq 0$ and incurs cost $c_{ij}$. Our objective is to find a schedule obtaining a tradeoff between the makespan and the total cost. We focus on the case where the number of machines is a fixed constant, and we propose a simple FPTAS that computes for any $\epsilon > 0$ a schedule with makespan at most $(1 + \epsilon)T$ and cost at most $C_{opt}(T)$, in time $O(n(n/\epsilon)^m)$, given that there exists a schedule of makespan $T$, where $C_{opt}(T)$ is the cost of the minimum cost schedule which achieves a makespan of $T$. We show that the optimal makespan-cost trade-off (Pareto) curve can be approximated by an efficient polynomial time algorithm within any desired accuracy. Our results can also be applied to the scheduling problem where the rejection of jobs is allowed. Each job has a penalty associated to it, and one is allowed to schedule any subset of jobs. In this case the goal is the minimization of the makespan of the scheduled jobs and the total penalty of the rejected jobs.

1 Introduction

We consider the problem of scheduling $n$ independent jobs on $m$ unrelated parallel machines. When job $j$ is processed on machine $i$ it requires $p_{ij} \geq 0$ time units and incurs a cost $c_{ij}$. Our objective is to find a schedule obtaining a tradeoff between the makespan and the total cost. This kind of problems has many applications in vehicle routing [6,11], distribution systems [4], facility location [16],

* This work has been supported by the ASP “Approximabilité et Recherche Locale” of the French Ministry of Education, Technology and Research, and the Thematic Network of the European Union APPOL (IST-1999-14084).
and in optical networks that are based on the Wavelength Division Multiplexing (WDM) technology \cite{12}. Notice that this problem covers as a special case the problem of scheduling jobs when rejections are allowed \cite{3}. In this problem, a job \( j \) can either be rejected, in which case a penalty \( c_j \) is paid, or scheduled on one of the machines \cite{3}.

In the last ten years a large number of works deal with different variants of the general bi-criteria problem on unrelated parallel machines \cite{14,17,12,18}. Lin and Vitter \cite{14} gave a polynomial time algorithm that, given makespan \( T \), cost \( C \), and \( \epsilon > 0 \), finds a solution of makespan \((2 + \frac{1}{\epsilon})T\) and cost \((1 + \epsilon)C\), if there exists a schedule of makespan \( T \) and schedule \( C \). This result is based on solving a linear relaxation of a particular integer programming formulation, and then rounding the fractional solution to a nearby integer solution by using the rounding theorem of Lenstra, Shmoys and Tardos \cite{13}. Shmoys and Tardos \cite{17} improved this result by presenting a polynomial-time algorithm that, given \( T \) and \( C \) finds a schedule of cost \( C \) and makespan \( 2T \), if there is a schedule of makespan \( T \) and cost \( C \). The main difference with the previous result is the introduction of a new rounding technique of the fractional solution which does not require that the solution to be rounded be a vertex of the linear relaxation. This result cannot be substantially improved in the case where the number of machines is in the input of the problem, since Lenstra et al. \cite{13} proved that for the single-criterion problem of minimizing the makespan, no polynomial-time \((1 + \epsilon)\)-approximation algorithm with \( \epsilon < 1/2 \) exists, unless \( \mathcal{P} = \mathcal{NP} \).

Hence, many papers deal with the natural question of how well the problem can be approximated when there is only a constant number of machines \cite{10,12}. For the bi-criteria scheduling problem that we consider in this paper, Jansen and Porkolab \cite{12} proposed a fully polynomial-time approximation scheme (FPTAS) that given values \( T \) and \( C \) computes for any \( \epsilon > 0 \), a schedule in time \( O(n(m/\epsilon)^{O(m)}) \) with makespan at most \((1 + \epsilon)T\) and cost at most \((1 + \epsilon)C\), if there exists a schedule of makespan \( T \) and cost \( C \). This result relies in part on linear programming and uses quite sophisticated methods such as the logarithmic potential price directive decomposition method of Grigoriadis and Khatchiyan \cite{7}.

In this paper, we propose a FPTAS that, given \( T \), computes for any \( \epsilon > 0 \) a schedule with makespan \( T' \) such that \( T' \leq (1 + \epsilon)T \) and cost at most \( C_{opt}(T) \), in \( O(n(n/\epsilon)^m) \) time, with \( C_{opt}(T) \) the cost of the minimum cost schedule which achieves a makespan of \( T \).

The algorithm of Jansen and Porkolab \cite{12}, given \( T \) and \( C \), can only guarantee that the obtained cost is at most \((1 + \epsilon)C\) while our result guarantees a cost (at the worst case) equal to \( C \), while offering the same quality in what concerns the makespan, i.e. a schedule of makespan at most \((1 + \epsilon)T\). In addition, our methods are much more simpler since we use just a combination of well known combinatorial methods (dynamic programming and rounding) and we require only the knowledge of \( T \). On the other hand, the complexity of our algorithm is worse than the one of \cite{12}.
In the following table, we give a comparison of our result with the most important results, for the unrelated parallel machines scheduling problem with costs.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Quality</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>$(2 + \frac{1}{\epsilon})T, (1 + \epsilon)C$</td>
<td>$\text{poly}(m,n)$</td>
</tr>
<tr>
<td>[17]</td>
<td>$2T, C$</td>
<td>$\text{poly}(m,n)$</td>
</tr>
<tr>
<td>[12]</td>
<td>$(1 + \epsilon)T, (1 + \epsilon)C$</td>
<td>$n \left(\frac{m}{\epsilon}\right)^{\mathcal{O}(m)}$</td>
</tr>
<tr>
<td>this paper</td>
<td>$(1 + \epsilon)T, C$</td>
<td>$\mathcal{O}(n \left(\frac{m}{\epsilon}\right)^m)$</td>
</tr>
</tbody>
</table>

Furthermore, we have adapted our algorithm for finding the schedule with the optimal makespan $T_{\text{opt}}$ (within a factor $1 + \epsilon$) and the smallest total cost (with respect to $T_{\text{opt}}$) without knowing the value of $T_{\text{opt}}$, i.e. a schedule $s^*$ such that $T_{\text{opt}} \leq T(s^*) \leq (1 + \epsilon)T_{\text{opt}}$ and $C(s^*) \leq C_{\text{opt}}(T_{\text{opt}})$, where $T_{\text{opt}}$ is the optimal makespan and $C_{\text{opt}}(T_{\text{opt}})$ is the minimal cost of a schedule with makespan $T_{\text{opt}}$. The complexity of our algorithm in this case is in $\mathcal{O}\left(\left(\frac{n}{\epsilon}\right)^{m+1} \log m\right)$.

**Pareto curves and approximation.** Usually, given an optimization problem we are searching for a feasible solution optimizing its objective function. In multiobjective optimization, we are interested not in a single optimal solution, but in the set of all possible solutions whose vector of the various objective criteria is not dominated by the vector of another solution. This set known as the Pareto curve captures the intuitive notion of “trade-off” between the various objective criteria. For even the simplest problems (matching, minimum spanning tree, shortest path) and even for two objectives, determining whether a point belongs to the Pareto curve is an $\mathcal{NP}$-hard problem. Moreover, this set is exponential in size and so, until recently all computational approaches to multiobjective optimization are concerned with less ambitious goals, such as optimizing lexicographically the various criteria. Recently, an approximate version of this concept has been studied, the $\epsilon$-approximate Pareto curve [15]. Informally, an $\epsilon$-approximate Pareto curve is a set of solutions that approximately dominate all other solutions, i.e. for every other solution, the set contains a solution that is at least as good approximately (within a factor $1 + \epsilon$) in all objectives.

It has been shown in [15], that under some very general conditions there is always a polynomially (in the size of the instance and $\frac{1}{\epsilon}$) succinct $\epsilon$-approximate Pareto curve. For discrete optimization problems with linear objective functions, it has been also shown that there is a fully polynomial time approximation scheme (FPTAS) for calculating the $\epsilon$-approximate Pareto curve if the exact version of the problem is pseudo-polynomial time solvable [15]. A linear objective function means that the criterion can be expressed as a scalar product between the solution (represented by a vector) and a fixed vector of costs. This result can be applied on the problem we consider by embedding the makespan problem (which is the maximum of a fixed number of machine loads, i.e., the maximum of a fixed number of linear functions) into the multi-criteria problem where every machine load is a criterion and the total cost is a criterion.

We study in this paper a stronger version of approximate Pareto curves, the $(\epsilon, 0)$-Pareto curve and give an efficient polynomial time algorithm to construct
Informally, we search for a set of solutions that dominates all other solutions approximately (within a factor $1 + \epsilon$) in all but one objectives, and it is optimal with respect to the last objective. For the scheduling problem that we consider, the solutions that belong to the $(\epsilon, 0)$-Pareto curve approximately dominate all other solutions with respect to the makespan criterion, but they must give the smallest possible value of the total cost. In this paper, we propose a FPTAS for constructing an $(\epsilon, 0)$-Pareto curve which runs in time $O\left(\frac{n^2}{\epsilon^2}(n/\epsilon)^m\right)$.

**Scheduling with rejections.** In this kind of problems, for each job we have to decide whether to accept that job or whether to reject it. For the accepted jobs we pay the makespan of the constructed schedule and for the rejected jobs we pay the corresponding rejection penalties. The objective is to find a feasible schedule minimizing the sum of the makespan of the accepted jobs plus the total penalty. Bartal et al. [3] have considered the online and offline versions of this problem, in the case of identical machines i.e. when the processing times of the jobs are machine independent. Epstein and Sgall have considered the problem in the case of uniformly related machines [5]. More recently, Hoogeveen, Skutella and Woeginger considered the preemptive version of the unrelated machines case and presented a complete classification of the different variants of the problem [9]. It is easy to see that the results presented in this paper can be applied to the non-preemptive scheduling problem with rejections in the case of unrelated parallel machines. To take into account rejection, it is sufficient to add a dummy machine $m + 1$, such that the processing times of all the jobs $j$ are zero on this machine and $c_{m+1,j} = c_j$. In fact, this machine receives all the rejected jobs. The cost of every job $j$ on the other machines is equal to zero. Therefore, we can obtain a FPTAS for constructing an $(\epsilon, 0)$-Pareto curve in time $O\left(\frac{n^2}{\epsilon^2}(n/\epsilon)^{m+1}\right)$ for scheduling with rejection on unrelated parallel machines. This curve contains a set of solutions dominating all others solutions approximately (within a factor $1 + \epsilon$) in the makespan criteria and it is optimal with respect to the total penalty criteria.

**Organization of the paper.** In the next section we present an exact dynamic programming algorithm while in Section 3 we use it in order to obtain a FPTAS in the case where the value of the makespan is given. We show also how to modify this FPTAS in order to compute the optimal makespan (within a factor $1 + \epsilon$) at the minimum cost. Section 4 is devoted to the construction of a FPTAS approximating the Pareto curve. In the sequel, we shall consider the case of two machines. The generalization for $m > 2$ machines, with $m$ fixed, is direct.

## 2 An Exact Dynamic Programming Algorithm

For a schedule $s$, possibly partial, i.e. involving only a subset of all the jobs, we denote by $C(s)$ and $T(s)$ its cost and makespan, respectively. We shall also use the notation $s = (m_1, m_2) = (J_1, J_2)$ meaning that $m_1$ (resp. $m_2$) is the total processing time on machine 1 (resp. 2), and $J_1$ (resp. $J_2$) is the set of
Initially, we set $E_1$ for forward recursion. The algorithm is the following one:

$$C(s) = \sum_{j \in J_1} c_{1j} + \sum_{j \in J_2} c_{2j}.$$ 

We define $C_{opt}(T)$ as the minimum cost schedule, if any, with makespan $T$, i.e.

$$C_{opt}(T) = \min_{s,T(s) = T} C(s).$$

In this section, we give a pseudo-polynomial time algorithm, which given $T$ returns a schedule $s$ with makespan $T(s) = T$ and cost $C(s) = C_{opt}(T)$ if such a schedule exists.

Let $J = \{1, 2, \ldots, n\}$ be the set of jobs. We shall assume, in this section only, that the processing times $p_{ij}$ are integer ones.

The states of the dynamic programming algorithm are the tuples $E(j, m_1, m_2)$, with $1 \leq j \leq n$ and $m_1, m_2 \in \{0, 1, \ldots, T\}$.

By definition $E_c(j, m_1, m_2) = +\infty$ if a schedule involving jobs $\{1, 2, \ldots, j\}$ and which achieves a completion time equal to $m_1$ on machine 1, and $m_2$ on machine 2, does not exist. Otherwise, $E_c(j, m_1, m_2)$ is the minimum cost of a schedule among all such schedules. We have

$$E_c(j, m_1, m_2) = \min\{E_c(j - 1, m_1 - p_{1j}, m_2) + c_{1j}, E_c(j - 1, m_1, m_2 - p_{2j}) + c_{2j}\}.$$ 

Initially, we set $E_c(1, 0, p_{21}) = c_{21}$, $E_c(1, p_{11}, 0) = c_{11}$, and otherwise $E_c(1, m_1, m_2) = +\infty$.

To be able to retrieve the schedule, we need an additional variable $E_s(j, m_1, m_2)$ which stores, for each state, the partial schedule constructed so far, i.e. the jobs that are scheduled on each machine. For example, if we have $E_c(j, m_1, m_2) = E_c(j - 1, m_1 - p_{1j}, m_2) + c_{1j}$, it means that job $j$ is scheduled on machine 1, and therefore we have $E_s(j, m_1, m_2) = E_s(j - 1, m_1 - p_{1j}, m_2) \cup \{j \rightarrow 1\}$.

The above backward recursion can be turned into an efficient to implement forward recursion. The algorithm is the following one:

for $j = 1$ to $n - 1$
for $m_1 = 0$ to $T$ by step of 1 ($m_1$ is always an integer)
for $m_2 = 0$ to $T$ by step of 1 ($m_2$ is always an integer)

$$E_c(j + 1, m_1 + p_{1j}, m_2) \leftarrow \min\{E_c(j + 1, m_1, m_2) + c_{1j}\}$$

$$E_c(j + 1, m_1, m_2 + p_{2j}) \leftarrow \min\{E_c(j + 1, m_1, m_2 + p_{2j}) + c_{2j}\}$$

Initially, we set $E_c(1, 0, p_{21}) = c_{21}$, $E_c(1, p_{11}, 0) = c_{11}$, and otherwise $E_c(j, m_1, m_2) = +\infty$ for $j \geq 1$.

To obtain a solution with a makespan of $T$ and cost $C_{opt}(T)$, we select all the states $E(n, T, m_2)$ and $E(n, m_1, T)$ if any, with $m_1, m_2 \in \{0, 1, \ldots, T\}$, and among those states we choose a state with minimum cost $E_c$. 
The number of states is \( n(T + 1)^2 \) and therefore this algorithm is only pseudo-polynomial. In the next section, we show how to obtain a fully polynomial time approximation scheme from it.

3 An Approximation Scheme Given the Value of the Makespan

Let us consider \( 0 < \epsilon \leq 1 \) such that without lost of generality \( 1/\epsilon \) is an integer. The technique that we use, in order to obtain a fully polynomial time approximation scheme, is inspired by the classical method of Horowitz and Sahni \([10]\).

We subdivide the interval \([0, (1 + 2\epsilon)T]\) into \( n/\epsilon + 2n \) subintervals, \( \mathcal{I}_k = [k \leftarrow 1)l, kl], 1 \leq k \leq n/\epsilon + 2n, \) each one of length \( l = \epsilon T/n \).

For a real \( x \in [0, (1 + 2\epsilon)T] \), we note \( [x] \) the right extremity of the subinterval in which \( x \) belongs, i.e. \( [x] = kl \), with \( k \) such that \( x \in \mathcal{I}_k \). We set \([0] = 0\).

The approximation algorithm consists in running the previous exact dynamic programming algorithm on the modified instance where each processing time \( p_{ij} \) is replaced by \([p_{ij}]\). The first for loop is replaced by “for \( m_1 = 0 \) to \((1 + 2\epsilon)T\) by step of \( l'\)”, idem for \( m_2 \). Later we will explain how to find the appropriate solution among all the computed states.

For a set of jobs \( J' \subseteq J \) and a machine \( m \in \{1, 2\} \), we shall note \( [J' \rightarrow m] = \sum_{j \in J'} [p_{mj}] \).

**Definition 1.** We note \([T](s)\) the makespan of the schedule \( s \) assuming that the processing time of each job \( p_{ij} \) has been rounded up to \([p_{ij}]\). Under the same assumption, we note \([s] = (m_1, m_2)\) the total processing time on each machine for the solution \( s \). In other words, if \( s = (J_1, J_2) \) then \([s] = ([J_1 \rightarrow 1], [J_2 \rightarrow 2])\).

**Proposition 1.** For any schedule \( s \), we have \( 0 \leq [T](s) - T(s) \leq \epsilon T \).

**Proof.** Let \( s = (J_1, J_2) = (m_1, m_2) \) be the initial schedule, and \([s] = (J_1, J_2) = (m'_1, m'_2)\) the schedule obtained after rounding up the processing time of each job. Let us assume that \( T(s) = m_1 \). Then, we can have either \([T](s) = m'_1\) or \([T](s) = m'_2\). Let us assume first we have \([T](s) = m'_1\). We have \( T(s) = m_1 = \sum_{j \in J_1} p_{ij} \) and \([T](s) = m'_1 = \sum_{j \in J_1} [p_{ij}]\). Notice now, that since \( l \) is the length of each subinterval, for any \( x > 0 \) we have \( [x] - x \leq l \). Since \( |J_1| \leq n \), we have \([T](s) - T(s) \leq nl = \epsilon T\). Let us assume now we have \([T](s) = m'_2\). Since \( T(s) = m_1 \), we have \( m_1 \geq m_2 \). So \([T](s) - T(s) = m'_2 - m_1 \leq m'_2 - m_2 \leq nl = \epsilon T\) (with the same argument as above).

**Definition 2.** We define by \([m_1, m_2]_k\) the set of all schedules \( s \) involving the jobs \( \{1, 2, \ldots, k\} \), such that \([T](s) = (m_1, m_2)\).
Proposition 2. Let \( k \in \{1, \ldots, n\} \) and let \( s = E_s(k, m_1, m_2) \) the (partial, if \( k < n \)) schedule computed by the dynamic programming algorithm, then \( \forall \tilde{s} \in [(m_1, m_2)]_k \) we have \( C(s) \leq C(\tilde{s}) \).

Proof. Consider the simplified search graph of the dynamic programming depicted in Figure 1. A directed path of length \( l \) from the node \( r \) in this search graph corresponds to a set of decisions involving jobs \( \{1, 2, \ldots, l\} \) in that order, which consist in choosing for each job the machine where it is scheduled.

Notice now that if we do not merge any state, then there is always a path from the node \( r \) of the search space to any solution \( \tilde{s} \). If we consider an arbitrary schedule \( \tilde{s} \), we can reorder the jobs on each machine such that the index of the jobs on each machine is in increasing order, without changing the makespan and the cost of the schedule. It is now clear that there is a path on the search graph from \( r \), which leads to this new schedule which is equivalent to schedule \( \tilde{s} \).

The dynamic programming algorithm at each stage computes a set of states. Namely, during the \( l-1 \)-th stage, the states \( E(l-1, m_1, m_2) \) are computed, for all the values of \( m_1 \) and \( m_2 \) which are feasible. Then, the \( l \)-th job is considered and “added” to each of the states \( E(l, \ldots) \) to obtain the states \( E(l, \ldots) \). During this stage, some states among the states \( E(l, \ldots) \) are merged; the one which has the lowest cost remains, whereas the others disappear. If the statement of Proposition 2 is not true, then there is a state that was wrongly eliminated. Let us assume that the two states \( E(l-1, \ldots) = (J_1, J_2) \) and \( E(l, \ldots) = (J'_1, J'_2) \) have been merged when the job \( l \) has been added in the first state, say on machine 1, and in the second state on machine 2. This means that [\( J_1 \rightarrow 1 \)] + [\( \{l\} \rightarrow 1 \)] = [\( J'_1 \rightarrow 1 \)] and [\( J_2 \rightarrow 2 \)] = [\( J'_2 \rightarrow 2 \)] + [\( \{l\} \rightarrow 2 \)]. Let \( s_1 = (J_1 \cup \{l\}, J_2) \), and \( s_2 = (J'_1, J'_2 \cup \{l\}) \). Assuming that we have \( C(s_1) < C(s_2) \), the first state remained, whereas the second one was forgotten. Now let us suppose that because the partial schedule \( s_2 \) has been eliminated, there does not exist anymore a path in the search graph which leads to solution \( \tilde{s} \). This is not a problem, since in that case there is a path which leads from \( s_1 \) to a better solution \( s' \) than \( \tilde{s} \).

Let \( \tilde{s} = (J''_1, J''_2) = (m_1, m_2) \). Since there was a path from \( s_2 \) to \( \tilde{s} \), the schedule
$s' = (J_1 \cup \{l\} \cup (J_1'' \setminus J_1'), J_2 \cup (J_2'' \setminus (J_2' \cup \{l\})))$ obtained from $s_1$ is well defined. Then clearly we have $s' = (m_1, m_2)$ and $C(s') < C(\tilde{s})$. If $s'$ is not reachable from $s_1$ because of subsequent mergings, the same reasoning shows that there exist a solution reachable from $s_1$ which has a lower cost than $s'$ and has the same makespan as $\tilde{s}$.

**Theorem 1.** Given $T > 0$ and $\epsilon > 0$, if there exist a schedule of makespan between $T$ and $(1 + \epsilon)T$, the schedule $s_{\text{dyna}}$ returned by the dynamic programming algorithm verifies $(1 - \epsilon)T \leq T(s_{\text{dyna}}) \leq (1 + 2\epsilon)T$ and $C(s_{\text{dyna}}) \leq \min_{t \in [T, (1+\epsilon)T]} C_{\text{opt}}(t) \leq C_{\text{opt}}(T)$. Moreover the running time is $O(n(\log n)^m)$. For the problem with rejections allowed, the running time is $O(n(\log n)^{m+1})$.

**Proof.** Let $s_{\text{opt}} = (m_1, m_2)$ be a schedule with makespan between $T$ and $(1 + \epsilon)T$ and cost $\min_{t \in [T, (1+\epsilon)T]} C_{\text{opt}}(t)$. Let $[s_{\text{opt}}] = (m_1', m_2')$ and let $s_d = E_n(n, m_1', m_2')$. We have $s_{\text{opt}} \in \{[m_1, m_2]\}$, and so using Proposition 2 we obtain $C(s_d) \leq C(s_{\text{opt}}) = C_{\text{opt}}(T)$. We have $T \leq T(s_{\text{opt}}) \leq (1 + \epsilon)T$, and using Proposition 1 we obtain $T \leq [T](s_{\text{opt}}) \leq (1 + 2\epsilon)T$. By definition of $s_d$ we have $[T](s_d) = [T](s_{\text{opt}})$, and using Proposition 1 again we obtain $(1 - \epsilon)T \leq T(s_d) \leq (1 + 2\epsilon)T$.

To obtain the desired schedule $s_{\text{dyna}}$, we examine all the states returned by the dynamic programming algorithm with a rounded makespan between $T$ and $(1 + 2\epsilon)T$, and we retain among them the schedule $s_{\text{dyna}}$ which achieves the minimum cost. We unround the solution we return, i.e. each processing time is $p_{ij}$ instead of $[p_{ij}]$. Of course we will find the schedule $s_d$, but perhaps a better schedule, and so we have $C(s_{\text{dyna}}) \leq C(s_d)$. The result follows, and the number of states that we need to consider is at most $n(\log n + 2n)^2$.

**Remark 1.** The case $T = 0$ can be easily solved, by assigning each job to a machine where its processing time is zero and on which the job incurs the minimum cost. If such a machine cannot be found for each job, then obviously the optimal makespan $T_{\text{opt}}$ is strictly greater than 0.
Remark 2. Notice that making the rounding at the beginning of the dynamic programming algorithm is equivalent to making the rounding during the execution of the algorithm since we have the following simple proposition.

Proposition 3. Let \( p_1, \ldots, p_n \) be any positive real numbers, then we have

\[
\cdots \left( [p_1] + p_2 \right) + p_3 + \cdots p_n = [p_1] + [p_2] + \cdots [p_n].
\]

Proof. We first show that \( [p_1] + p_2 = [p_1] + [p_2] \). Let us assume that \( p_1 \in \mathcal{I}_{k_1} \) and \( p_2 \in \mathcal{I}_{k_2} \). Then \( [p_1] = k_1 l \) and \( [p_2] = k_2 l \), \( [p_1] + p_2 \in \mathcal{I}_{k_1+k_2} \), and \( [p_1] + p_2 = (k_1 + k_2)l \). The proof is now by induction on the depth (number of left brackets) of the formula.

In the sequel we note \( \text{Dyna}(T, \epsilon) = s_{\text{dyna}} \).

Let \( T_{\text{opt}} = \min_s T(s) \) over all the schedules \( s \).

An interesting question is to consider the case \( T = T_{\text{opt}} \) and to determine whether it is necessary to know the value of \( T_{\text{opt}} \) to obtain an approximate schedule. Theorem 2 shows that this is not the case.

Let \( d_j = \min_i p_{ij} \) the minimum processing time of job \( j \), and \( D = \sum_j d_j \). We assume that \( D > 0 \), otherwise the problem is trivial (see Remark 1). We have the following proposition.

Proposition 4. We have \( D/m \leq T_{\text{opt}} \leq D \).

Proof. To obtain a schedule \( s \) with a makespan smaller than \( D \), it is sufficient to put each job on the machine where its processing time is the smallest. The lower bound corresponds to the ideal case where the previous schedule \( s \) is such that each machine has the same load.

Theorem 2. Without knowing the value \( T_{\text{opt}} \), we can obtain, in \( \mathcal{O}((n/\epsilon)^{m+1} \log m) \) time, a schedule \( s^* \) such that \( T_{\text{opt}} \leq T(s^*) \leq (1+\epsilon)T_{\text{opt}} \) and \( C(s^*) \leq C_{\text{opt}}(T_{\text{opt}}) \).

Proof. Using Proposition 4 we know that the makespan \( T_{\text{opt}} \) lies in the interval \( [D/m, D] \). We subdivide the interval \( [D/m, D] \) into \( k = \lceil \log m / \log \sqrt{1+\epsilon} \rceil = \mathcal{O}(\log m / \epsilon) \) geometric subintervals \( \mathcal{J}_1, \ldots, \mathcal{J}_k \), each one having a length \( \sqrt{1+\epsilon} \) times greater than its predecessor, with \( \mathcal{J}_1 = [D/m, \sqrt{1+\epsilon} D/m] \). Then we apply our dynamic programming algorithm with \( 0 < \epsilon' \leq \sqrt{1+\epsilon} - 1 \) on the left extremity \( x_i \) of each subinterval \( \mathcal{J}_i \), \( i = 1, \ldots, k \). Let \( s_\alpha = \text{Dyna}(x_\alpha, \epsilon') \) and \( s_{\alpha+1} = \text{Dyna}(x_{\alpha+1}, \epsilon') \) the first two solutions returned by our dynamic programming algorithm, i.e \( \text{Dyna}(x_i, \epsilon') = \emptyset \) for \( i = 1, \ldots, \alpha - 1 \). Then \( s^* \) is the solution among \( s_\alpha \) and \( s_{\alpha+1} \) which has the minimum cost. To see this, consider the Figure 3. The value \( T_{\text{opt}} \) lies in some subinterval \( \mathcal{J}_\alpha = [x_\alpha, \sqrt{1+\epsilon} x_\alpha] \). Let
A solution \( s_{\text{opt}} \) a minimum makespan schedule, \( T(s_{\text{opt}}) = T_{\text{opt}} \). Then using Proposition 11 we have \([T](s_{\text{opt}}) \leq T_{\text{opt}} + \epsilon T \leq (1+\epsilon)T_{\text{opt}} \) (since \( T = x_{\alpha} \leq T_{\text{opt}} \) \( \leq \sqrt{1+\epsilon}x_{\alpha} \), since \( T_{\text{opt}} < \sqrt{1+\epsilon}x_{\alpha} \). Therefore either \([T](s_{\text{opt}}) \in J_{\alpha} \) or \([T](s_{\text{opt}}) \in J_{\alpha+1} \). Now Theorem 11 shows that \( C(s^*) \leq C_{\text{opt}}(T_{\text{opt}}) \) and we have \( T(s^*) \leq \sqrt{1+\epsilon}x_{\alpha}(1+2\epsilon) = \sqrt{1+\epsilon}x_{\alpha}(2\sqrt{1+\epsilon} - 1) = 2x_{\alpha}(1+\epsilon) - x_{\alpha}\sqrt{1+\epsilon} \leq 2(1+\epsilon)T_{\text{opt}} - T_{\text{opt}} = (1+2\epsilon)T_{\text{opt}} \). Now using \( \epsilon/2 \) instead of \( \epsilon \) yields the result.

4 A FPTAS for \((\epsilon, 0)\)-Approximate Pareto Curves

In this section, we consider the notion of approximate Pareto curves: Given an instance \( x \) of a minimization multi-objective problem, with objective functions \( f_i, i = 1, \ldots, k \), and an \( \epsilon > 0 \), an \( \epsilon \)-approximate Pareto curve, denoted \( P_\epsilon(x) \), is a set of solutions \( s \) such that there is no other solution \( s' \) such that, for all \( s \in P_\epsilon(x), (1+\epsilon)f_i(x, s') < f_i(x, s) \) for some \( i \).

Our goal is to get a stronger result for our bi-criteria problem: Informally, we search for a set of solutions that approximately dominate all other solutions in what concerns the makespan criterion, and absolutely dominates all other solutions in what concerns the cost criterion. In other words, for every other solution \( T(s') \), \( C(s') \), the set contains a solution \( s \) such that \( T(s) \leq (1+\epsilon)T(s') \) and \( C(s) \leq C(s') \). In order to do so, we introduce the definition of an \((\epsilon, 0)\)-approximate Pareto curve: Given an instance \( x \) of a bi-criterion minimization problem, an \((\epsilon, 0)\)-approximate Pareto curve, denoted \( P_{\epsilon,0}(x) \), is a set of solutions \( s \) such that there is no other solution \( s' \) such that, for all \( s \in P_{\epsilon,0}(x), (1+\epsilon)T(s', x) < T(s, x) \) or \( C(s', x) < C(s, x) \).

A solution \( s \) is said to \((\epsilon, 0)\)-approximately dominate a solution \( s' \) if \( T(s, x) \leq T(s', x)(1+\epsilon) \) and \( C(s) \leq C(s') \). Equivalently \( s' \) is said to be \((\epsilon, 0)\)-approximately dominated by \( s \). In other words, an \((\epsilon, 0)\)-approximate Pareto curve \( P_{\epsilon,0}(x) \) is a set of solutions such that any solution is \((\epsilon, 0)\)-approximately dominated by some solution in \( P_{\epsilon,0}(x) \).

In the following we give an algorithm which constructs in \( O(n(\frac{n}{\epsilon})^{m+1}) \) time an \((\epsilon, 0)\)-approximate Pareto curve for the problem that we consider.

The algorithm. Let us denote by \( M_j \) the machine on which job \( j \) has the minimum cost. Let \( C_{\text{min}} = \sum_j c_{M_j,j} \) and \( \bar{D} = \sum_j p_{M_j,j} \). Let \( s_{\text{min}} \) a schedule with
cost $C_{\text{min}}$. It is clear that $T(s_{\text{min}}) \leq \tilde{D}$. We subdivide the interval $[D/m, \tilde{D}]$ into $k = \lceil \log(m\tilde{D}/D) / \log(1 + \epsilon) \rceil + 1 = \mathcal{O}(n/\epsilon)$ geometric subintervals. Then we apply the algorithm $\text{Dyna}(T, \epsilon)$ on the left extremity of each subinterval and get a schedule. We also compute $\text{Dyna}(\tilde{D}, \epsilon)$. Among the schedules obtained, we keep an undominated subset $\Pi$.

**Theorem 3.** The set $\Pi$ is an $(\epsilon,0)$-approximate Pareto curve, and can be obtained in $\mathcal{O}(n(\frac{n}{\epsilon})^{m+1})$ time. For the problem with rejections allowed, the running time is $\mathcal{O}(n(\frac{n}{\epsilon})^{m+2})$.

**Proof.** Let $s$ a schedule with $T(s) \leq \tilde{D}$. Let $t_k \leq T(s) < t_{k+1}$, where $t_k$ is the left extremity of the $k$-th subinterval (we have $t_1 = D/m$ and $t_2 = (1 + \epsilon)D/m$). By Theorem 1 there is $s^* \in \Pi$ such that $T(s^*) \leq (1 + 2\epsilon)t_k \leq (1 + 2\epsilon)T(s)$ and $C(s^*) \leq C(s)$. If $T(s) > \tilde{D}$, then $T(s) > T(s_{\text{min}})$ and $C(s) \geq C_{\text{min}}$. We know that there is $s^* \in \Pi$ such that $T(s^*) \leq (1 + 2\epsilon)T(s_{\text{min}}) \leq (1 + 2\epsilon)T(s)$ and $C(s^*) = C(s_{\text{min}}) \leq C(s)$. So by definition of $(\epsilon,0)$-approximate Pareto curve, we get that $\Pi$ is an $(2\epsilon,0)$-approximate Pareto curve. Now using $\epsilon/2$ instead of $\epsilon$ yields the result.

Now notice that if $\tilde{D} = 0$ the Pareto curve is a single point, and if $D = 0$ we use Remark 2 to obtain the first point of the Pareto curve, and we run the algorithm using the interval $[\min_{ij} \mid p_{ij} > 0 \ p_{ij}, \tilde{D}]$, instead of $[D/m, \tilde{D}]$, to obtain the other points.

**Remark 3.** Given the polynomially sized $(\epsilon,0)$-approximate Pareto curve, it is easy to get a schedule that minimizes the sum of the makespan and the cost of rejected job, by inspecting all points on the Pareto curve and taking one which minimizes this sum.
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Abstract. In this paper we describe a general grouping technique to devise faster and simpler approximation schemes for several scheduling problems. We illustrate the technique on two different scheduling problems: scheduling on unrelated parallel machines with costs and the job shop scheduling problem. The time complexity of the resulting approximation schemes is always linear in the number n of jobs, and the multiplicative constant hidden in the O(n) running time is reasonably small and independent of the error ε.

1 Introduction

The problem of scheduling jobs on machines such that maximum completion time (makespan) is minimized has been extensively studied for various problem formulations. Recently, several polynomial time approximation schemes have been found for various shop and multiprocessor scheduling problems [1,2,7,8,10,11]: these include scheduling on unrelated machines, multiprocessor tasks (e.g. dedicated, parallel, malleable tasks), and classical open, flow and job shops. These results were extended in [9] by providing a polynomial time approximation scheme for a general multiprocessor job shop scheduling problem (containing as special cases the above problems).

The goal of this paper is to show that a general and powerful technique can be applied to speed up and enormously simplify all the previous algorithms for the aforementioned scheduling problems. The basic idea is to reduce the number of jobs to a constant and to apply enumeration or dynamic programming afterwards. The reduced set of jobs is computed by first structuring the input and then grouping jobs that have the same structure. In order to show that our algorithm is an approximation scheme, we prove that two linear programming formulations (one for the original instance and one for the transformed instance) have a gap of at most εOPT, where OPT is the minimum objective value.

Due to space limitations, we focus our attention on two scheduling problems: scheduling on unrelated machines with costs and the classical job shop scheduling problem. Although these two problems are different in nature (the first is an assignment problem while the other is an ordering problem), the reader will recognize that the underlying ideas are very similar. Furthermore, the described techniques can also be applied to many other scheduling problems including the general multiprocessor job shop scheduling problem studied in [9]. The overall running time is always $O(n) + C$, where the constant hidden in $O(n)$ is reasonably small and independent of the accuracy $\epsilon$, whereas the additive constant $C$ depends on the number of machines, the accuracy $\epsilon$ (and the number of operations for job shops). The full details of these extensions will be given in the long version of this paper. Note that the time complexity of these PTASs is best possible with respect to the number of jobs. Moreover, the existence of PTASs for these strongly NP-hard problems whose running time is also polynomial in the reciprocal value of the precision and the number of machines would imply P$=$NP [3].

*Scheduling unrelated parallel machines with costs.* We begin with the problem of scheduling a set $\mathcal{J} = \{J_1, \ldots, J_n\}$ of $n$ independent jobs on a set $M = \{1, \ldots, m\}$ of $m$ unrelated parallel machines. Each machine can process at most one job at a time, and each job has to be processed without interruption by exactly one machine. Processing job $J_j$ on machine $i$ requires $p_{ij} \geq 0$ time units and incurs a cost $c_{ij} \geq 0$, $i = 1, \ldots, m$, $j = 1, \ldots, n$. The makespan is the maximum job completion time among all jobs. We consider the problem of minimizing the objective function that is a weighted sum of the makespan and total cost. When $c_{ij} = 0$ the problem turns into the classical makespan minimization form. Lenstra, Shmoys and Tardos [13] gave a polynomial-time 2-approximation algorithm for this problem; and this is the currently known best approximation ratio achieved in polynomial time. They also proved that for any positive $\epsilon < 1/2$, no polynomial-time $(1 + \epsilon)$-approximation algorithm exists, unless P$=$NP. Furthermore, Shmoys and Tardos [15] gave a polynomial-time 2-approximation algorithm for the general variant with cost. Since the problem is NP-hard even for $m = 2$, it is natural to ask how well the optimum can be approximated when there is only a constant number of machines. In contrast to the previously mentioned inapproximability result for the general case, there exists a fully polynomial-time approximation scheme for the problem when $m$ is fixed. Horowitz and Sahni [6] proved that for any $\epsilon > 0$, an $\epsilon$-approximate solution can be computed in $O(nm(nm/\epsilon)^{m-1})$ time, which is polynomial in both $n$ and $1/\epsilon$ if $m$ is constant. Lenstra, Shmoys and Tardos [13] also gave an approximation scheme for the problem with running time bounded by the product of $(n + 1)^{m/\epsilon}$ and a polynomial of the input size. Even though for fixed $m$ their algorithm is not fully polynomial, it has a much smaller space complexity than the one in [6]. Recently, Jansen and Porkolab [7] presented a fully polynomial-time approximation scheme for the problem whose running time is $n(m/\epsilon)^{O(m)}$. Their algorithm has to solve at least $(m^3/\epsilon^2)^m$ many linear programs. In order to obtain a linear running time for the case when $m$ is fixed, they use the price-
directive decomposition method proposed by Grigoriadis and Khachiyan for computing approximate solutions of block structured convex programs. The final ingredient is an intricate rounding technique based on the solution of a linear program and a partition of the job set.

In contrast to the previous approach, our algorithm (that works also for the general variant with cost) is extremely simple: first we preprocess the data to obtain a new instance with \( \min \{ n, (\log m/\varepsilon)^{O(m)} \} \) grouped jobs. The preprocessing step requires linear time. Then using dynamic programming we compute an approximate solution for the grouped jobs in \( (\log m/\varepsilon)^{O(m^2)} \) time. Both steps together imply a fully polynomial-time approximation scheme that runs in \( O(n + C) \) time where \( C = (\log m/\varepsilon)^{O(m^2)} \). We remark that the multiplicative constant hidden in the \( O(n) \) running time of our algorithm is reasonably small and does not depend on the accuracy \( \varepsilon \).

 Makespan minimization in job shops. In the job shop scheduling problem, there is a set \( J = \{J_1, \ldots, J_n\} \) of \( n \) jobs that must be processed on a given set \( M = \{1, \ldots, m\} \) of \( m \) machines. Each job \( J_j \) consists of a sequence of \( \mu \) operations \( O_{1j}, O_{2j}, \ldots, O_{\mu j} \) that need to be processed in this order. Operation \( O_{ij} \) must be processed without interruption on machine \( m_{ij} \in M \), during \( p_{ij} \) time units. Each machine can process at most one operation at a time, and each job may be processed by at most one machine at any time. For any given schedule, let \( C_{ij} \) be the completion time of operation \( O_{ij} \). The objective is again to find a schedule that minimizes the makespan (the maximum completion time \( C_{\text{max}} = \max_{ij} C_{ij} \)).

The job shop problem is strongly NP-hard even if each job has at most three operations and there are only two machines. Williamson et al. proved that when the number of machines, jobs, and operations per job are part of the input there does not exist a polynomial time approximation algorithm with worst case bound smaller than \( \frac{5}{4} \) unless \( P = NP \). When \( m \) and \( \mu \) are part of the input the best known result is an approximation algorithm with worst case bound \( O((\log (m \mu) \log (\min (m \mu, p_{\max}))) / \log \log (m \mu))^2) \), where \( p_{\max} \) is the largest processing time among all operations. For those instances where \( m \) and \( \mu \) are fixed (the restricted case we are focusing on in this paper), Shmoys et al. gave approximation algorithms that compute \((2 + \varepsilon)\)-approximate solutions in polynomial time for any fixed \( \varepsilon > 0 \). This result has recently been improved by Jansen et al., who have shown that \((1 + \varepsilon)\)-approximate solutions of the problem can be computed in polynomial time. The main idea is to divide the set of jobs \( J \) into two groups \( L \) and \( S \) formed by jobs with “large” and “small” total processing time, respectively. The total number of large jobs is bounded by a constant exponentially in \( m, \mu \) and \( \varepsilon \). Then they construct all possible schedules for the large jobs. In any schedule for the large jobs, the starting and completion times of the jobs define a set of time intervals, into which the set of small jobs have to be scheduled. Then for every possible job ordering of large jobs, a linear program is used to assign small jobs to time intervals. The rounded solution of the linear program in combination with an algorithm by Sevastianov, gives an approximate schedule in time polynomial in \( n \). In order to speed up...
the whole algorithm, they suggest [11] a number of improvements: they use the logarithmic potential price decomposition method of Grigoriadis and Khachiyan [4] to compute an approximate solution of the linear program in linear time, and a novel rounding procedure to bring down to a constant the number of fractional assignments in any solution of the linear program. The overall running time is $O(n)$, where the multiplicative constant hidden in the $O(n)$ running time is exponentially in $m$, $\mu$ and $\varepsilon$.

In contrast to the approximation schemes introduced in [10,11], our algorithm is again extremely simple and even faster. We show that we can preprocess in linear time the input to obtain a new instance with a constant number of grouped jobs. This immediately gives a linear time approximation scheme with running time $O(n) + C$, where $C$ is a constant that depends on $m$, $\varepsilon$ and $\mu$. Again, we remark that the multiplicative constant hidden in the $O(n)$ running time of our algorithm is reasonably small and does not depend on the accuracy $\varepsilon$.

Throughout this paper, we use several transformations which may potentially increase the objective function value by a factor of $1 + O(\varepsilon)$. Therefore we can perform a constant number of them while still staying within $1 + O(\varepsilon)$ of the original optimum. When we describe this type of transformation, we shall say it produces $1 + O(\varepsilon)$ loss.

2 Scheduling Unrelated Parallel Machines with Costs

Let $0 < \varepsilon < 1$ be an arbitrary small rational number, and let $m \geq 2$ be an integral value. Throughout this section, the values $\varepsilon$ and $m$ are considered to be constants and not part of the input.

The problem can be stated by using the following integer linear program ILP that represents the problem of assigning jobs to machines ($x_{ij} = 1$ means that job $J_j$ has been assigned to machine $i$, and $\mu$ is any given positive weight):

$$
\min T + \mu \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij} c_{ij} \\
\text{s.t. } \sum_{j=1}^{n} x_{ij} p_{ij} \leq T, \quad i = 1, \ldots, m; \\
\sum_{i=1}^{m} x_{ij} = 1, \quad j = 1, \ldots, n; \\
x_{ij} \in \{0, 1\}, \quad i = 1, \ldots, m, j = 1, \ldots, n.
$$

The first set of constraints relates the makespan $T$ to the processing time on each of the machines, while the second set ensures that every job gets assigned.

We begin by computing some lower and upper bounds for the minimum objective value $OPT$. By multiplying each cost value by $\mu$ we may assume, w.l.o.g., that $\mu = 1$. Let $d_j = \min_{i=1,\ldots,m}(p_{ij} + c_{ij})$, and $D = \sum_{j=1}^{n} d_j$. Consider an optimum assignment $(x_{ij}^*)$ of jobs to machines with makespan $T^*$ and total cost $C^*$. Then, $D = \sum_{j=1}^{n} d_j \leq \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij}^* c_{ij} + \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij}^* p_{ij} \leq C^* + m \cdot T^* \leq m \cdot OPT$, where $OPT = T^* + C^*$. On the other hand, we can generate a feasible schedule according to the $d_j$ values. Indeed, let $m_j \in \{1, \ldots, m\}$ denote any machine such that $d_j = p_{mj,j} + c_{mj,j}$. Assign every job $J_j$ to machine $m_j$. The objective value of this schedule can be bounded by $\sum_{j \in J} c_{mj,j} + \sum_{j \in J} p_{mj,j} = D$. 

Therefore, \( OPT \in [D/m, D] \), and by dividing all processing times and cost values by \( D/m \), we get directly the following bounds for the optimum value:

\[
1 \leq OPT \leq m.
\]

**Fast, slow, cheap and expensive machines.** For each job \( J_j \), we define four sets of machines: the set \( \mathcal{F}_j = \{ i : p_{ij} \leq \frac{\varepsilon}{m} d_j \} \) of *fast*, the set \( \mathcal{C}_j = \{ i : c_{ij} \leq \frac{\varepsilon}{m} d_j \} \) of *cheap*, the set \( \mathcal{S}_j = \{ i : p_{ij} \geq \frac{m}{\varepsilon} d_j \} \) of *slow* and the set \( \mathcal{E}_j = \{ i : c_{ij} \geq d_j / \varepsilon \} \) of *expensive* machines, respectively. Then, we can prove the following lemma.

**Lemma 1.** With \( 1 + 3\varepsilon \) loss, we can assume that for each job \( J_j \) the following holds:

\[
\begin{align*}
- \ p_{ij} &= 0, \text{ for } i \in \mathcal{F}_j, \text{ and } c_{ij} = 0, \text{ for } i \in \mathcal{C}_j; \\
- \ p_{ij} &= +\infty, \text{ for } i \in \mathcal{S}_j, \text{ and } c_{ij} = +\infty, \text{ for } i \in \mathcal{E}_j; \\
- \text{ for any other machine } i, \ p_{ij} &= \frac{\varepsilon}{m} d_j (1 + \varepsilon)^{\pi_i} \text{ and } c_{ij} = \frac{\varepsilon}{m} d_j (1 + \varepsilon)^{\gamma_i}, \text{ where } \pi_i, \gamma_i \in \mathbb{N}.
\end{align*}
\]

**Proof.** Set \( p_{ij} = 0 \), for every \( i \in \mathcal{F}_j \) and \( j = 1, \ldots, n \); consider an optimal assignment \( A : J \to M \) of jobs to machines. Clearly, the optimal value corresponding to \( A \) cannot be larger than \( OPT \). Let \( F \) denote the set of jobs which are processed on fast machines according to \( A \). Now, if we replace the processing times of the transformed instance by the original processing times, we may potentially increase the makespan of \( A \) by at most \( \sum_{j \in F} \frac{\varepsilon}{m} d_j \leq \sum_{j=1}^n \frac{\varepsilon}{m} d_j = \varepsilon \frac{D}{m} \leq \varepsilon \). The other statement for the cost values follows in a similar way.

Now we show that there exists an approximate schedule where jobs are scheduled neither on slow nor on expensive machines. This allows us to set \( p_{ij} = +\infty \), for \( i \in \mathcal{S}_j \), and \( c_{ij} = +\infty \), for \( i \in \mathcal{E}_j \). Consider an optimal assignment \( A : J \to M \) of jobs to machines with \( T^* \) and \( C^* \) denoting the resulting makespan and cost, respectively. Let \( S \) and \( E \) represent, respectively, the set of jobs which are processed on slow and on expensive machines according to \( A \). Then, assign every job \( J_j \in S \cup E \) to machine \( m_j \) (recall that \( m_j \in \{1, \ldots, m\} \) denote any machine such that \( d_j = p_{m_{i,j}} + c_{m_{i,j}} \)). Moving jobs \( J_j \in S \cup E \) onto machines \( m_j \) may potentially increase the objective value by at most \( \sum_{j \in S \cup E} d_j \leq \frac{\varepsilon}{m} \sum_{j \in S} p_{A(i),j} \) \( + \varepsilon \sum_{j \in E} c_{A(i),j} \) \( \leq \varepsilon T^* + \varepsilon C^* \), since \( p_{A(j),j} \geq \frac{m}{\varepsilon} d_j \) for \( J_j \in S \), and \( c_{A(j),j} \geq d_j / \varepsilon \) for \( J_j \in E \).

By the above arguments, all the positive costs \( c_{ij} \) and positive processing times \( p_{ij} \) are greater than \( \frac{\varepsilon}{m} d_j \). Round every positive processing time \( p_{ij} \) and every positive cost \( c_{ij} \) down to the nearest lower value of \( \frac{\varepsilon}{m} d_j (1 + \varepsilon)^h \), for \( h \in \mathbb{N} \), \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \). Consider the optimal value of the rounded instance. Clearly, this value cannot be greater than \( OPT \). It follows that by replacing the rounded values with the original ones we may increase each value by a factor \( 1 + \varepsilon \), and consequently, the solution value potentially increases by the same factor \( 1 + \varepsilon \). □

We define the **execution profile** of a job \( J_j \) to be an \( m \)-tuple \( \langle \pi_1, \ldots, \pi_m \rangle \) such that \( p_{ij} = \frac{\varepsilon}{m} d_j (1 + \varepsilon)^{\pi_i} \). We adopt the convention that \( \pi_i = +\infty \) if \( p_{ij} = +\infty \).
Lemma 2. The number of distinct profiles is bounded by $\ell := \lceil 2 + 2 \log_{1+\varepsilon} \frac{m}{\varepsilon} \rceil^{2m}$.

Grouping jobs. Let $\delta := \frac{\varepsilon}{m}$, and partition the set of jobs in two subsets $L = \{J_j : d_j > \delta\}$ and $S = \{J_j : d_j \leq \delta\}$. Let us say that $L$ is the set of large jobs, while $S$ the set of small jobs. We further partition the set of small jobs into subsets $S_i$ of jobs having the same profile, for $i = 1, \ldots, \ell$. Let $J_a$ and $J_b$ be two jobs from $S_i$ such that $d_a, d_b \leq \delta/2$. We “group” together these two jobs to form a composed job $J_c$ in which the processing time (and cost) on machine $i$ is equal to the sum of the processing times (and costs) of $J_a$ and $J_b$ on machine $i$, and let $d_c = d_a + d_b$. We repeat this process, by using the modified set of jobs, until at most one job $J_j$ from $S_i$ has $d_j \leq \delta/2$. At the end, all jobs $J_j$ in group $S_i$ have $d_j \leq \delta$. The same procedure is performed for all other subsets $S_i$. At the end of this process, there are at most $\ell$ jobs, one for each subset $S_i$, having $d_j \leq \delta/2$. All the other jobs, have processing times larger than $\delta/2$. Therefore, the number of jobs in the transformed instance is bounded by $\frac{2D}{\delta} + \ell \leq 2m^2 + \ell = (\log m/\varepsilon)^{O(m)}$. Note that the procedure runs in linear time, and a feasible schedule for the original set of jobs can be easily obtained from a feasible schedule for the grouped jobs. We motivate the described technique with the following

Lemma 3. With $1 + \varepsilon$ loss, the number of jobs can be reduced in linear time to be at most $\min\{n, (\log m/\varepsilon)^{O(m)}\}$.

Proof. Consider the transformed instance $I'$ according to Lemma 2 (small jobs are not yet grouped). Assume, w.l.o.g., that there exists a solution $SOL'$ for $I'$ of value $OPT'$. It is sufficient to show that, by using the small jobs grouped as described previously, there exists a schedule of value $(1 + \varepsilon)OPT'$.

Accordingly to $SOL'$ we may assume that each machine executes the large jobs at the beginning of the schedule. Let $c$ denote the total cost of large jobs when processed according to $SOL'$, and let $t_i$ denote the time at which machine $i$ finishes to process large jobs, for $i = 1, \ldots, m$. Now, consider the following linear program $LP_i$:

$$\begin{align*}
\min & \quad T + c + \sum_{i=1}^m \sum_{j \in S} x_{ij} \frac{\varepsilon}{m} d_j (1 + \varepsilon)^{\gamma_i} \\
\text{s.t.} & \quad t_i + \sum_{j \in S} x_{ij} \frac{\varepsilon}{m} d_j (1 + \varepsilon)^{\gamma_i} \leq T, \quad i = 1, \ldots, m; \\
& \quad \sum_{i=1}^m x_{ij} = 1, \quad J_j \in S; \\
& \quad x_{ij} \geq 0, \quad i = 1, \ldots, m, J_j \in S.
\end{align*}$$

Note that $LP_i$ formulates the integer relaxation of the original problem $ILP$ for the subset of small jobs: we are assuming that machine $i$ can start processing
small jobs only at time $t_i$, and when the processing times and costs are structured as in Lemma \ref{lem:structure}.

For each $S_\phi$, $\phi = 1,\ldots,\ell$, consider a set of decision variables $y_{\phi i} \in [0, 1]$ for $i = 1,\ldots,m$. The meaning of these variables is that $y_{\phi i}$ represents the fraction of jobs from $S_\phi$ processed on machine $i$. Consider the following linear program $LP_2$:

$$\begin{align*}
\min & \quad T + c + \sum_{i=1}^{m} \sum_{\phi=1}^{\ell} y_{\phi i} \sum_{J_j \in S_\phi} \frac{d_j}{m} (1 + \varepsilon)^{\gamma_i} \\
\text{s.t.} & \quad t_i + \sum_{\phi=1}^{\ell} y_{\phi i} \sum_{J_j \in S_\phi} \frac{d_j}{m} (1 + \varepsilon)^{\gamma_i} \leq T, \quad i = 1,\ldots,m; \\
& \quad \sum_{i=1}^{m} y_{\phi i} = 1, \quad \phi = 1,\ldots,\ell; \\
& \quad y_{\phi i} \geq 0, \quad i = 1,\ldots,m, \phi = 1,\ldots,\ell.
\end{align*}$$

By setting $y_{\phi i} = \frac{\sum_{J_j \in S_\phi} x_{ij} d_j}{\sum_{J_j \in S_\phi} d_j}$, it is easy to check that any feasible set of values $(x_{ij})$ for $LP_1$ gives a feasible set of values $(y_{\phi i})$ for $LP_2$; furthermore, by these settings, the objective function value of $LP_2$ is equal to that of $LP_1$. But $LP_1$ is a relaxation of the original problem. Therefore, if we were able, by using the grouped small jobs, to get a feasible schedule of length at most $1 + \varepsilon$ times the optimal value of $LP_2$, we would be done. In the remainder we show how to generate such a schedule. This solution is obtained by using the solution of $LP_2$ and the small grouped jobs.

Let $y_{\phi i}^*$ denote the values of variables $y_{\phi i}$ according to the optimal solution of $LP_2$. For every positive value $y_{\phi i}^*$, schedule a subset of grouped jobs from $S_\phi$ on machine $i$ until either (a) the jobs from $S_\phi$ are exhausted or (b) the total fraction of jobs assigned to $i$ is equal to $y_{\phi i}^*$ (if necessary fractionalize one job to use up $y_{\phi i}^*$ exactly). We repeat this for the not yet assigned grouped small jobs and for every positive value $y_{\phi i}^*$. Note that if $y_{\phi i}^*$ is not fractional, then the jobs from $S_\phi$ are not preempted by the previous algorithm. In general, the number of preempted jobs from $S_\phi$ is at most $f_\phi - 1$, where $f_\phi = |\{y_{\phi i}^* : y_{\phi i}^* > 0, i = 1,\ldots,m\}|$. Now remove all the preempted jobs $J_j$ and schedule them at the end on machines $m_j$. This increases the makespan and the cost by at most $\Delta = \delta \cdot \sum_{\phi=1}^{\ell} (f_\phi - 1)$, since every grouped small job has cost plus processing time bounded by $\delta$ when processed on machine $m_j$. A basic feasible solution of $LP_2$ has the property that the number of positive variables is at most the number of rows in the constraint matrix, $m + \ell$, therefore $\sum_{\phi=1}^{\ell} (f_\phi - 1) \leq m$. In order to bound the total increase $\Delta$ by $\varepsilon$ we have to choose $\delta$ such that $\delta \leq \varepsilon/m$, and the claim follows.

By using a dynamic programming similar to that used in \cite{FishkinJansenMastrolilli13} it is possible to compute a $(1 + \varepsilon)$-approximate schedule for the transformed instance in $(\log m/\varepsilon)^O(m^2)$ time. We omit the details in this extended abstract, and observe that by Lemma \ref{lem:structure} and by adopting this dynamic programming approach, we have the following

**Theorem 1.** For the problem of minimizing the weighted sum of the cost and the makespan in scheduling $n$ jobs on $m$ unrelated machines ($m$ fixed), there exists a fully polynomial time approximation scheme that runs in $O(n) + (\log m/\varepsilon)^O(m^2)$ time.
3 Make\-span Minimization in Job Shops

Let $\varepsilon > 0$ be an arbitrary small rational number, and let $m \geq 2$ and $\mu \geq 1$ be integral values. Throughout this section, the values $\varepsilon$, $m$ and $\mu$ are considered to be constants and not part of the input. For simplicity, we assume that $1/\varepsilon$ is integral. We begin by providing some lower and upper bounds of the minimum makespan. Then we show how to reduce the number of jobs to a constant: the reduced set of jobs is computed in linear time by structuring the input and grouping jobs that share the same structure. This directly gives a linear time approximation scheme for the makespan minimization of the job shop scheduling problem.

For a given instance of the job shop scheduling problem, the value of the optimum makespan will be denoted as $OPT$. Let $d_j = \sum_{i=1}^{\mu} p_{ij}$ be the total processing time of job $J_j \in J$, and let $D = \sum_{J_j \in J} d_j$. Clearly, $D/m \leq OPT$ and a schedule of length at most $D$ can be obtained by scheduling one job after the other. Then, we get directly the following bounds:

$$1 \leq OPT \leq m.$$  

Negligible operations. Let us use $N_j = \{O_{ij} : i = 1, \ldots, \mu \text{ and } p_{ij} \leq \varepsilon m d_j \}$ to denote the set of negligible operations for job $J_j$, $j = 1, \ldots, n$. Then we have the following

**Lemma 4.** With $1 + 2\varepsilon$ loss, we assume that for each job $J_j$ the following holds:

- $p_{ij} = 0$, for $O_{ij} \in N_j$;
- $p_{ij} = \frac{\varepsilon}{\mu m} d_j (1 + \varepsilon)^{\pi_i}$, where $\pi_i \in \mathbb{N}$ and for $O_{ij} \notin N_j$.

**Proof.** Set $p_{ij} = 0$, for every $O_{ij} \in N_j$ and $j = 1, \ldots, n$. Clearly, the corresponding optimal makespan cannot be larger than $OPT$. Furthermore, if we replace the zero processing times of the negligible operations with the original processing times, we may potentially increase the makespan by at most $\sum_{O_{ij} \in N_j} \frac{\varepsilon}{\mu m} d_j = \sum_{j=1}^{n} \sum_{O_{ij} \in N_j} \frac{\varepsilon}{\mu m} d_j \leq \varepsilon \frac{D}{m} = \varepsilon$. Any non negligible operation $O_{ij}$ has processing times $p_{ij}$ greater than $\frac{\varepsilon}{\mu m} d_j$. Round each $p_{ij}$ down to the nearest lower value of $\frac{\varepsilon}{\mu m} d_j (1 + \varepsilon)^h$, where $h \in \mathbb{N}$ and $O_{ij} \notin N_j$. By replacing the rounded values with the original ones we may potentially increases the makespan by at most a factor of $1 + \varepsilon$. \hfill \box

Now we define the profile of a job $J_j$ to be a $(\mu \cdot m)$-tuple $(\pi_1, 1, \ldots, \pi_1, m; \pi_2, 1, \ldots, \pi_\mu, m)$ such that $p_{ij} = \frac{\varepsilon}{\mu m} d_j (1 + \varepsilon)^{\pi_i, h}$ if $m_{ij} = h$. We adopt the convention that $\pi_i, h = -\infty$ if $p_{ij} = 0$ or if $m_{ij} \neq h$.

**Lemma 5.** The number of distinct profiles is bounded by $\ell := \left[ 2 + \log_{1+\varepsilon} \frac{\mu m}{\varepsilon} \right]^\mu$.
Grouping jobs. Let $\delta := m\left(\frac{4\mu^2m^2}{4\mu^2m^2}\right)^{m/\varepsilon}$, and partition the set of jobs in two subsets of large jobs $L = \{J_j : d_j > \delta\}$ and small jobs $S = \{J_j : d_j \leq \delta\}$. Again, we further partition the set of small jobs into subsets $S_i$ of jobs having the same profile, for $i = 1, ..., \ell$. For each subset $S_i$, we group jobs from $S_i$ as described for the unrelated parallel machines scheduling problem, but with the following difference: here grouping two jobs, $J_a$ and $J_b$, means to form a composed job for which the processing time of the $i$-th operation is equal to the sum of the processing times of the $i$-th operations of $J_a$ and $J_b$.

Lemma 6. With $1 + 2\varepsilon$ loss, the number of jobs can be reduced in linear time to be at most $\min\{n, \frac{2m^2}{\varepsilon} + \ell\}$.

Proof. Consider the transformed instance $I'$ according to Lemma 4 (small jobs are not yet grouped). Assume, w.l.o.g., that there exists a solution $SOL'$ for $I'$ of value $OPT'$. It is sufficient to show that, by using the small jobs grouped as described previously, there exists a schedule of value $(1 + 2\varepsilon)OPT'$.

Partition the set of large jobs into three subsets $L_1, L_2, L_3$ as follows. Set $\rho = \frac{\varepsilon}{4\mu^2m^2}$ and let $\alpha$ denote an integer defined later and such that $\alpha = 0, 1, ..., m/\varepsilon - 1$. Set $L$ is partitioned in the following three subsets:

\[
L_1 = \{J_j : m\rho^\alpha < d_j\},
\]

\[
L_2 = \{J_j : m\rho^{\alpha+1} < d_j \leq m\rho^\alpha\},
\]

\[
L_3 = \{J_j : m\rho^{m/\varepsilon} < d_j \leq m\rho^{\alpha+1}\}.
\]

Note that each set size is bounded by a constant, and sets $L_1, L_2, L_3$ and $S$ establish a partition of all jobs. The number $\alpha$ can be chosen so that

\[
\sum_{J_j \in L_2} d_j \leq \varepsilon.
\]

This is done as follows. Starting from $\alpha := 0$, check each time whether the set $L_2$ corresponding to the current value of $\alpha$ satisfies inequality (1); if it is not the case, set $\alpha := \alpha + 1$ and repeat. Note that for different $\alpha$-values, the corresponding $L_2$ sets are disjoint. The total length of all jobs is $m$, and so there exists a value $\alpha' \leq m/\varepsilon - 1$ for which the corresponding set $L_2$ satisfies inequality (1). We set $\alpha := \alpha'$.

In the following we consider an artificial situation that we use as a tool. Focus on solution $SOL'$, remove from $SOL'$ all the jobs except those from $L_1$. Clearly, this creates gaps in the resulting schedule $\sigma$. The starting and finishing times of the operations from $L_1$ divide the time into intervals: $t_1, t_2, ..., t_g$, where $t_1$ is the interval whose right boundary is the starting time of the first operation according to $\sigma$, and $t_g$ is the interval with left boundary defined by the finishing time of the jobs from $L_1$. Furthermore, let $l_v$ denote the length of interval $t_v$, $1 \leq v \leq g$. It follows that $OPT' = \sum_{s=1}^{g} l_s$. Note that the number $g$ of intervals is bounded by $2\mu|L_1|+1 \leq 2\mu/\rho^\alpha$. Let $G$ be the set of pairs (gaps of $\sigma$) $(v, i)$ such that no job from $L_1$ is processed in interval $v$ and by machine $i$, for $v = 1, ..., g$ and $i = 1, ..., m$. 

Since the total length of jobs from \( L_2 \) is at most \( \varepsilon \), we can get rid of these jobs by assuming that they are processed at the end of the schedule one after the other; this increases the schedule by at most \( \varepsilon \).

Consider the problem of placing jobs from \( L_3 \cup S \) into the gaps of \( \sigma \) and such that the length of the resulting schedule is \( OPT' \). In the following we first describe a linear program \( LP_1 \) which is a relaxation of this problem. Then we propose another linear program \( LP_2 \) which is a relaxation of \( LP_1 \). By using the solution of \( LP_2 \) we show that the jobs from \( L_3 \) and the grouped small jobs can be scheduled into the gaps by increasing the length of the gaps a little; we show that the total increase of the length can be bounded by \( \varepsilon \), and the claim follows.

We formulate \( LP_1 \) as follows. Consider the set \( S \) (not grouped) small jobs. For each job \( J_j \in S \cup L_3 \) we use a set of decision variables \( x_{j, \tau} \in [0, 1] \) for tuples \( \tau = (\tau_1, \ldots, \tau_k) \in \mathcal{A} \), where \( \mathcal{A} = \{ (\tau_1, \ldots, \tau_k) | 1 \leq \tau_1 \leq \tau_2 \leq \ldots \leq \tau_k \leq \mu \} \). The meaning of these variables is that \( x_{j, \tau} \) represents the fraction of job \( J_j \) whose operations are processed according to \( \tau = (\tau_1, \ldots, \tau_k) \), i.e., the \( i \)-th operation is scheduled in interval \( \tau_k \) for each \( 1 \leq k \leq \mu \). Note that by the way in which we numbered the operations, any tuple \( (\tau_1, \ldots, \tau_k) \in \mathcal{A} \) represents a valid ordering for the operations. Let the load \( L_{v, h} \) on machine \( h \) in interval \( v \) be defined as the total processing time of operations from small jobs that are executed by machine \( h \) during interval \( s \), i.e., \( L_{v, h} = \sum_{J_j \in S \cup L_3} \sum_{\tau \in \mathcal{A}} \sum_{k=1, \ldots, \mu} |\tau_k| = v, m_k_j = h \ x_{j, \tau} \).

Let us write the load \( L_{v, h} \) as the sum of \( L_{v, h}^3 + L_{v, h}^S \), where \( L_{v, h}^3 \) is the load of the jobs from \( L_3 \) while \( L_{v, h}^S \) is the load of jobs from \( S \). By Lemma 4, we have that \( L_{v, h}^3 = \sum_{\tau \in \mathcal{A}} \sum_{k=1, \ldots, \mu} |\tau_k| = v \sum_{J_j \in S} x_{j, \tau} \frac{\varepsilon}{\mu} d_j (1 + \varepsilon)^{\tau_k} \). Then \( LP_1 \) is the following

\[
\begin{align*}
(1) & \quad L_{v, h}^3 + L_{v, h}^S \leq l_v, & (v, h) \in G; \\
(2) & \quad \sum_{\tau \in \mathcal{A}} x_{j, \tau} = 1, & J_j \in S \cup L_3; \\
(3) & \quad x_{j, \tau} \geq 0, & \tau \in A, J_j \in S \cup L_3.
\end{align*}
\]

Constraint (1) ensures that the total length of operations assigned to gap \((v, h)\) does not exceed the length of the interval, while constraint (2) ensures that job \( J_j \) is completely scheduled.

Let \( S_\phi \) denote the set of small jobs having the same profile, where \( \phi = 1, \ldots, \ell \). For each \( S_\phi \) \((\phi = 1, \ldots, \ell)\) we use a set of decision variables \( y_{\phi, \tau} \in [0, 1] \) for tuples \( \tau = (\tau_1, \ldots, \tau_k) \in \mathcal{A} \). The meaning of these variables is that \( y_{\phi, \tau} \) represents the fraction of jobs from \( S_\phi \) whose operations are processed according to \( \tau = (\tau_1, \ldots, \tau_k) \), i.e., the \( i \)-th operation is scheduled in interval \( \tau_k \) for each \( 1 \leq k \leq \mu \). Let \( L_{v, h}^* = \sum_{\tau \in \mathcal{A}} \sum_{k=1, \ldots, \mu} |\tau_k| = v \sum_{J_j \in S_\phi} x_{j, \tau} \frac{\varepsilon}{\mu} d_j (1 + \varepsilon)^{\tau_k} \). Then \( LP_2 \) is the following

\[
\begin{align*}
(1) & \quad L_{v, h}^3 + L_{v, h}^* \leq t_s, (v, h) \in G; \\
(2) & \quad \sum_{\tau \in \mathcal{A}} x_{j, \tau} = 1, & J_j \in L_3; \\
(3) & \quad \sum_{\tau \in \mathcal{A}} y_{\phi, \tau} = 1, & \phi = 1, \ldots, \ell; \\
(4) & \quad x_{j, \tau} \geq 0, & \tau \in A, J_j \in S; \\
(5) & \quad y_{\phi, \tau} \geq 0, & \tau \in A, \phi = 1, \ldots, \ell.
\end{align*}
\]
By setting \( y_{\phi \tau} = \frac{\sum_{j \in S_{\phi}} x_{j, \tau} d_j}{\sum_{j \in S_{\phi}} d_j} \) it is easy to check that any feasible set of values \((x_{j, \tau})\) for \( LP_1 \) gives a feasible set of values \((y_{\phi \tau})\) for \( LP_2 \). Since by construction a feasible solution for \( LP_1 \) exists, a feasible solution for \( LP_2 \) exists as well. We show now that by using the optimal solution of \( LP_2 \) we can derive a schedule without increasing too much the makespan.

Let \( y_{\phi \tau}^* (x_{j, \tau}^*) \) denote the values of variables \( y_{\phi \tau} (x_{j, \tau}) \) according to the optimal solution of \( LP_2 \). For every positive value \( y_{\phi \tau}^* \), schedule a subset \( H_{\phi \tau} \) of grouped jobs from \( S_{\phi} \) on machine \( i \) until either (a) the jobs from \( S_{\phi} \) are exhausted or (b) the total fraction (i.e. \( \frac{\sum_{j \in H_{\phi \tau}} d_j}{\sum_{j \in S_{\phi}} d_j} \)) of jobs assigned to \( i \) is equal to \( y_{\phi \tau}^* \) (if necessary fractionalize one job to use up \( y_{\phi \tau}^* \) exactly). We repeat this for the not yet assigned grouped small jobs and for every positive value \( y_{\phi \tau}^* \). Note that if \( y_{\phi \tau}^* \) is not fractional, then the jobs from \( S_{\phi} \) are not preempted by the previous algorithm. In general, the number of preempted jobs from \( S_{\phi} \) is at most \( f_{\phi} - 1 \), where \( f_{\phi} = | \{ y_{\phi \tau}^* : y_{\phi \tau}^* > 0, \tau \in A \} | \). According to the optimal solution of \( LP_2 \), let us say that job \( J_j \in L_3 \) is preempted if the corresponding \((x_{j, \tau}^*)\)-values are fractional. Let \( f_j = | \{ x_{j, \tau}^* : x_{j, \tau}^* > 0, \tau \in A \} | \), for \( J_j \in L_3 \), then we have that the number of preempted jobs of job \( J_j \in L_3 \) is \( f_j - 1 \). Therefore, the total number of preemptions is \( f = \sum_{\phi=1}^\ell (f_{\phi} - 1) + \sum_{J_j \in L_3} (f_j - 1) \), and this gives also an upper bound on the number of preempted jobs. Now remove all the preempted jobs \( J_j \) from \( S \cup L_3 \), and schedule these set of jobs at the end of the schedule, one after the other. Since every job from \( S \) has a smaller total processing time than any job from \( L_3 \), we can bound the total increase of the schedule length by \( \Delta = f \cdot m \rho^{\alpha+1} \). A basic feasible solution of \( LP_2 \) has the property that the number of positive variables is at most the number of rows in the constraint matrix, \( mg + \ell + |L_3| \), therefore \( f \leq mg \leq 2m \rho^\alpha \), and \( \Delta = f \cdot m \rho^{\alpha+1} \leq 2m^2 \mu \rho \). By the previous algorithm, we have assigned all the jobs from \( S \cup L_3 \) to gaps with a total increase of the schedule length of \( 2m^2 \mu \rho \). Now we consider the problem of schedule jobs from \( S \cup L_3 \) within each interval. This is simply a smaller instance of the job shop problem, and by using Sevastianov’s algorithm [14] it is possible to find a feasible schedule for each interval \( I_v \) of length at most \( l_v + \mu^3 m \cdot m \rho^{\alpha+1} \); this increases the total length by at most \( \mu^3 m g \cdot m \rho^{\alpha+1} \leq 2m^3 \mu^4 \). Therefore, the total increase is \( 2m^2 \mu \rho + 2m^2 \mu^4 \rho \leq 4m^2 \mu^4 \rho \), and by setting \( \rho = \frac{\varepsilon}{4m^2 \mu^4} \) the claim follows. \( \square \)

By the previous lemma a \((1 + \varepsilon)\)-approximate schedule can be obtained by finding the optimum schedule for the reduced set of jobs. It follows that:

**Theorem 2.** There exists a linear time PTAS for the job shop scheduling problem whose multiplicative constant hidden in the \( O(n) \) running time is reasonably small and does not depend on the error \( \varepsilon \), whereas the additive constant is exponential in \( m, \mu \) and \( 1/\varepsilon \).
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Abstract. In this paper, we consider a scheduling problem of vehicles on a path. Let $G = (V, E)$ be a path, where $V = \{v_1, v_2, \ldots, v_n\}$ is its set of $n$ vertices and $E = \{\{v_j, v_{j+1}\} \mid j = 1, 2, \ldots, n-1\}$ is its set of edges. There are $m$ identical vehicles ($1 \leq m \leq n$). The travel times $w(v_j, v_{j+1})$ are associated with edges $\{v_j, v_{j+1}\} \in E$. Each job $j$ which is located at each vertex $v_j \in V$ has release time $r_j$ and handling time $h_j$. Any job must be served by exactly one vehicle. The problem asks to find an optimal schedule of $m$ vehicles that minimizes the maximum completion time of all the jobs. The problem is known to be NP-hard for any fixed $m \geq 2$. In this paper, we give an $O(mn^2)$ time 2-approximation algorithm to the problem, by using properties of optimal gapless schedules.

1 Introduction

In this paper, we consider a scheduling problem of vehicles on a path with release and handling times. The scheduling problem of vehicles, such as AGVs (automated guided vehicles), handling robots, buses, trucks and so forth, on a given road network is an important topic encountered in various applications. In particular, in FMS (flexible manufacturing system) environment, scheduling of the movement of AGVs, which carry materials and products between machining centers, has a vital effect on the system efficiency.

The single-vehicle scheduling problem (VSP, for short) contains the traveling salesman problem (TSP) and the delivery man problem (DMP) as its special cases. In the TSP, a salesman (a vehicle) visits each of $n$ customers (jobs) situated at different locations on a given network before returning to the initial location. The objective is to minimize the tour length. In the DMP, the same scenario is considered but the objective is to minimize the total completion time of all the jobs. The VSP usually takes into account the time constraints of jobs (i.e., release, handling and/or due times), and therefore another important objective...
functions, such as the tour time, the maximum completion time of jobs, the maximum lateness from the due times and so forth, are also considered. Since path and tree are important network topologies from both practical and graph theoretical views, VSPs on these networks have been studied in several papers, e.g., Psaraftis, Solomon, Magnanti and Kim [14], Tsitsiklis [15], Averbakh and Berman [3], Karuno, Nagamochi and Ibaraki [8, 9, 10, 11], Nagamochi, Mochizuki and Ibaraki [12, 13], and Asano, Katoh and Kawashima [1].

The multi-vehicle scheduling problem (MVSP, for short) is a more general problem than the VSP. The MVSP on a general network can be viewed as a variant of the so-called vehicle routing problem with time windows (VRPTW) (e.g., see Desrosiers, Dumas, Solomon and Soumis [6]). The typical VRPTW uses vehicles with limited capacity, and all the vehicles start their routes from a common depot and return to the depot. The objective is to minimize the total tour length (or the total tour time) of all the vehicles under the minimum number of routes. Therefore, the MVSP may also appear in a variety of industrial and service sector application, e.g., bank deliveries, postal deliveries, industrial refuse collection, distribution of soft drinks, beer and gasoline, school bus routing, transportation of handicapped people and security patrol services.

The multi-vehicle problem on a path to be discussed here is called PATH-MVSP, and the number of vehicles is denoted by $m$ ($1 \leq m \leq n$). Problem PATH-MVSP asks to find an optimal schedule of $m$ vehicles (i.e., their optimal sequences of jobs) that minimizes the maximum completion time of all the jobs. Note that the objective is equivalent to minimizing the maximum workload of all the vehicles. In Averbakh and Berman [4, 5], dealing with an MTSP (i.e., multiple traveling salesmen problem) on a tree to minimize the maximum tour length of all the vehicles, they mentioned that such a minmax objective may be motivated, first, by the desire to distribute the workload to the vehicles in a fair way, second, by natural restrictions such as limited working day of the vehicles.

They presented an approximation algorithm with the worst-case performance ratio $2 - 2/(m + 1)$ and with the running time $O(n^{m-1})$ for the MTSP. They also considered an MDMP (i.e., multiple delivery men problem) on a path in a different paper by Averbakh and Berman [2] and showed that it can be solved in $O(n^4)$ time.

The PATH-MVSP is NP-hard for any fixed $m \geq 2$, and is NP-hard in the strong sense for $m$ arbitrary, since PARTITION and 3-PARTITION (e.g., see Garey and Johnson [7]) are its special cases, respectively. The PATH-MVSP with $m = 1$ (i.e., the VSP on a path) was proved by Tsitsiklis [15] to be NP-hard if the initial location of a vehicle is specified. The PATH-MVSP with $m = 1$ is 2-approximable due to the results by Psaraftis et al. [14], and it was shown to be 1.5-approximable by Karuno et al. [11] if the initial and goal locations of a vehicle are specified as one end of the path.

In this paper, we consider the PATH-MVSP with symmetric edge weights. For a schedule of the problem, we refer to a maximal subpath of a given path which is traversed by a certain vehicle as its zone. A feasible schedule using $m'$ vehicles ($m' \leq m$) is called a zone schedule if any two zones do not intersect and
thus there are \( m' - 1 \) edges which are not traversed by any vehicle. Such an edge that is not traversed by any vehicle is called a gap. Conversely, a schedule is called gapless if each edge is traversed at least once by some vehicle. When the fleet of vehicles follows a zone schedule, any two vehicles do not interfere each other on the given path. As such non-interference between the vehicles is important in controlling them, the zone schedule is often required in practice. Hence it would be natural to ask how much the maximum completion time becomes larger if we restrict ourselves only on zone schedules. In this paper, for the PATH-MVSP of finding an optimal gapless schedule (with symmetric edge weights), we prove that there always exists a zone schedule with the maximum completion time at most twice the optimal. Based on this fact, we present a polynomial time 2-approximation algorithm to the problem.

The remainder of this paper is organized as follows. After providing the mathematical description of the PATH-MVSP in Section 2, we in Section 3 discuss how to construct a zone schedule whose maximum completion time is at most twice of the maximum completion time of any gapless schedule. In Section 4, by using a dynamic programming, we present an \( O(mn^2) \) time 2-approximation algorithm for the PATH-MVSP. In Section 5, we give a conclusion.

## 2 Multi-vehicle Scheduling Problem on a Path

### 2.1 Problem Description

Problem PATH-MVSP is formulated as follows. Let \( G = (V, E) \) be a path network, where \( V = \{v_1, v_2, \ldots, v_n\} \) is a set of \( n \) vertices and \( E = \{\{v_j, v_{j+1}\} \mid j = 1, 2, \ldots, n - 1\} \) is a set of edges. In this paper, we assume that vertex \( v_1 \) is the left end of \( G \), and \( v_n \) the right end of it. There is a job \( j \) at each vertex \( v_j \in V \). The job set is denoted by \( J = \{j \mid j = 1, 2, \ldots, n\} \). There are \( m \) vehicles on \( G \) (\( 1 \leq m \leq n \)), which are assumed to be identical. Each job must be served by exactly one vehicle.

The travel time of a vehicle is \( w(v_j, v_{j+1}) \geq 0 \) to traverse \( \{v_j, v_{j+1}\} \in E \) from \( v_j \) to \( v_{j+1} \), and is \( w(v_{j+1}, v_j) \geq 0 \) to traverse it in the opposite direction. Edge weight \( w(v_j, v_{j+1}) \) for \( \{v_j, v_{j+1}\} \in E \) is called symmetric if \( w(v_j, v_{j+1}) = w(v_{j+1}, v_j) \) holds. In this paper, we assume that all edge weights are symmetric. The travel time for a vehicle to move from vertex \( v_i \) to vertex \( v_j \) on \( G \) is the sum of edge weights belonging to the unique path from \( v_i \) to \( v_j \). Each job \( j \in J \) has its release time \( r_j \geq 0 \) and handling time \( h_j \geq 0 \): That is, a vehicle cannot start serving job \( j \) before time \( r_j \), and it takes \( h_j \) time units to serve job \( j \) (no interruption of the service is allowed). A vehicle at vertex \( v_j \) may wait until time \( r_j \) to serve job \( j \), or move to other vertices without serving job \( j \) if it is more advantageous (in this case, the vehicle must come back to \( v_j \) later to serve job \( j \), or another vehicle must come to \( v_j \) to serve it). An instance of the problem PATH-MVSP is denoted by \( (G(= (V, E)), r, h, w, m) \).

A motion schedule of the \( m \) vehicles is completely specified by \( m \) sequences of jobs \( \pi[k] = (j_1^{[k]}, j_2^{[k]}, \ldots, j_{n_k}^{[k]}), k = 1, 2, \ldots, m, \) where \( n_k \) is the number of jobs
to be served by vehicle \( k \) (hence, it holds that \( \sum_{k=1}^{m} n_k = n \)), and \( j_{1}^{[k]} \) is its \( i \)-th job; i.e., vehicle \( k \) is initially situated at vertex \( v_{j_{1}^{[k]}} \), starts serving job \( j_{1}^{[k]} \) at time \( \max\{0, r_{j_{1}^{[k]}}\} \), and takes \( h_{j_{1}^{[k]}} \) time units to serve it. After completing job \( j_{1}^{[k]} \), the vehicle immediately moves to \( v_{j_{2}^{[k]}} \) along the unique path from \( v_{j_{1}^{[k]}} \) to \( v_{j_{2}^{[k]}} \), taking travel time of the path (i.e., \( w(v_{j_{1}^{[k]}}, v_{j_{1}^{[k]+1}}) + \cdots + w(v_{j_{2}^{[k]}-1}, v_{j_{2}^{[k]}}) \) or \( w(v_{j_{1}^{[k]}}, v_{j_{1}^{[k]+1}}) + \cdots + w(v_{j_{2}^{[k]}+1}, v_{j_{2}^{[k]}}) \)), and serves job \( j_{2}^{[k]} \) after waiting until time \( r_{j_{2}^{[k]}} \) if necessary, and so on, until it completes the last job \( j_{n_{k}}^{[k]} \). A schedule is denoted by a set of \( m \) sequences of jobs \( \pi = \{\pi[1], \pi[2], \ldots, \pi[m]\} \). The completion time of vehicle \( k \) (i.e., the workload of it) is defined as the completion time of its last job \( j_{n_{k}}^{[k]} \), which is denoted by \( C(\pi^{[k]}) \). The objective is to find a \( \pi \) that minimizes the maximum completion time of all the jobs, i.e.,

\[
C_{\text{max}}(\pi) = \max_{1 \leq k \leq m} C(\pi^{[k]}).
\]

In this paper, we denote by \( \pi^{*} \) an optimal schedule and by \( C_{\text{max}}^{*} \) the optimal value \( C_{\text{max}}(\pi^{*}) \).

2.2 Subpath and Subinstance

Let \( V(i, j) = \{v_i, v_{i+1}, \ldots, v_j\} (\subseteq V) \), where \( i \leq j \). Define \( G(i, j) = (V(i, j), E(i, j)) \) be a subpath of a given path \( G = (V, E) \) induced by \( V(i, j) \) and \( E(i, j) = \{\{v_j, v_{j+1}\} \mid j' = i, i+1, \ldots, j-1 \} (\subseteq E) \), and \( J(i, j) = \{i, i+1, \ldots, j \} (\subseteq J) \) the corresponding subset of jobs to the subpath \( G(i, j) \). This definition states that \( G(1, n) = G \) and \( J(1, n) = J \).

Next consider the scheduling problem of \( k \ (\leq m) \) vehicles on \( G(i, j) \). This is a subinstance of the original instance \( (G, r, h, w, m) \). We denote this subinstance by \( (G(i, j), r, h, w, k) \); i.e., scheduling \( k \) vehicles on subpath \( G(i, j) = (V(i, j), E(i, j)) \) of the given path \( G \) with release times \( r_{j'} \) and handling times \( h_{j'} \) for \( j' \in J(i, j) \) and with edge weights \( w(v_{j'}, v_{j'+1}) \) (\( = w(v_{j'+1}, v_{j'}) \)) for \( \{v_{j'}, v_{j'+1}\} \in E(i, j) \) (hence, the original instance is denoted by \( (G, r, h, w, m) \) as well as \( (G(1, n), r, h, w, m) \)).

2.3 Zone Schedule and Gapless Schedule

For a schedule \( \pi \), assume that a vehicle covers a subpath \( G(i, j) = (V(i, j), E(i, j)) \): That is, all jobs served by the vehicle are on \( G(i, j) \) and two jobs \( i \) and \( j \) located at the end vertices of \( G(i, j) \) have to be served by it. But, there may be some jobs \( j' \) (\( i < j' < j \)) served by other vehicles. Then, the subpath \( G(i, j) \) for the vehicle is referred to as its zone.

A feasible schedule \( \pi \) using \( m' \) vehicles (\( m' \leq m \)) is referred to as a zone schedule if any two zones in \( \pi \) do not intersect and thus there are \( m' - 1 \) edges which are not traversed by any vehicle. Such an edge that is not traversed by any vehicle is called a gap. Moreover, a zone schedule is called a 1-way zone schedule.
if any vehicle traverses an edge belonging to its zone exactly once (hence each vehicle traverses its zone from left to right or from right to left). A schedule $\pi$ is called gapless if each edge $\{v_j, v_{j+1}\} \in E$ is traversed at least once (from $v_j$ to $v_{j+1}$ or from $v_{j+1}$ to $v_j$) by some vehicle.

A zone schedule does not always attain an optimal value. Consider the following example:

**Example 1.** Let $G = (V, E)$ be a path with $m = 2$ vehicles and $n = 4$ jobs, where $V = \{v_1, v_2, v_3, v_4\}$ and $E = \{\{v_j, v_{j+1}\} \mid j = 1, 2, 3\}$. For a positive constant $B$, edge weights are given by $w(v_1, v_2) = w(v_3, v_4) = B$ and $w(v_2, v_3) = 0$, release times are given by $r_1 = r_2 = 0$, $r_3 = B$ and $r_4 = 2B$, and handling times are by $h_1 = h_4 = 0$ and $h_2 = h_3 = B$. In this example, any zone schedule takes at least $3B$ time to complete all jobs, while an optimal schedule is given by $\pi^{[1]} = (v_1, v_3)$ and $\pi^{[2]} = (v_2, v_4)$ whose maximum completion time is $2B$.

### 3 A 2-Approximation Algorithm for Finding an Optimal Gapless Schedule

In this section, we show that the PATH-MVSP of finding an optimal gapless schedule is polynomially approximable within twice the optimal.

#### 3.1 Notations

We use the following notations:

- $r_{\text{max}}(i, j) = \max_{i \leq j' \leq j} r_{j'}$: the maximum release time for jobs in $J(i, j)$.
- $r_{\text{max}} = r_{\text{max}}(1, n)$: the maximum release time for all the jobs in $J$.
- $H(i, j) = \sum_{j' = i}^{j} h_{j'}$: the sum of handling times for jobs in $J(i, j)$.
- $H = H(1, n)$: the sum of handling times for all the jobs in $J$.
- $W(i, j) = \sum_{j' = i}^{j-1} w(v_{j'}, v_{j'+1})$: the sum of edge weights for edges in $E(i, j)$.
- $W = W(1, n)$: the sum of edge weights for all the edges in $E$.

The following lower bounds on the minimum of the maximum completion time of a gapless schedule in an instance $(G, r, h, w, m)$ are immediately obtained:

$$LB1 = \max_{1 \leq j \leq n} \left\{r_j + h_j\right\}, \quad LB2 = \frac{W + H}{m}, \quad LB3 = \max_{1 \leq j \leq n-1} w(v_j, v_{j+1}),$$

where $LB1$ is the maximum completion time to serve a single job, $LB2$ means the least time for a vehicle to serve and travel to complete the jobs assigned to the vehicle, and $LB3$ is the maximum time to travel an edge in the path. We denote the maximum of these lower bounds by:

$$\gamma = \max\{LB1, \, LB2, \, LB3\}. \quad (3)$$
3.2 Auxiliary Path and $\gamma$-Splitting Point Set

In this subsection, for a given path $G = (V, E)$, we introduce an auxiliary path $G_A = (V_A, E_A)$ and a set $\Gamma$ of points on $G_A$.

The auxiliary path $G_A = (V_A, E_A)$ is defined as follows:

$$V_A = \{u_1, u_2, \ldots, u_{2n}\}, \quad E_A = E_V \cup E_E,$$

where

$$E_V = \{(u_{2j-1}, u_{2j}) \mid j = 1, 2, \ldots, n\}, \quad E_E = \{(u_{2j}, u_{2j+1}) \mid j = 1, 2, \ldots, n-1\},$$

and edge weights $w_A(u_i, u_{i+1}) = w_A(u_{i+1}, u_i)$ for $(u_i, u_{i+1}) \in E_A$ are given by $w_A(u_{2j-1}, u_{2j}) = h_j$ for $j = 1, 2, \ldots, n$ and $w_A(u_{2j}, u_{2j+1}) = w(v_j, v_{j+1})$ for $j = 1, 2, \ldots, n-1$. It is assumed that $u_1$ is the left end of $G_A$ and $u_{2n}$ the right end of it. We call edges in $E_V$ and in $E_E$, job-edges and travel-edges, respectively. Each job-edge $(u_{2j-1}, u_{2j}) \in E_V$ corresponds to vertex $v_j \in V$ of a given path $G$, while each travel-edge $(u_{2j}, u_{2j+1}) \in E_E$ to edge $\{v_j, v_{j+1}\} \in E$ of $G$. Note that the total length of $G_A$ is

$$\sum_{i=1}^{2n-1} w_A(u_i, u_{i+1}) = h_1 + w(v_1, v_2) + h_2 + w(v_2, v_3) + \cdots + h_n = W + H.$$

By viewing $G_A$ as a set of $2n$ points in a 1-dimensional space, where $u_1, u_2, \ldots, u_{2n}$ are located in this order and the distance between $u_i$ and $u_{i+1}$ is $w_A(u_i, u_{i+1})$, we consider any point $a$ (not necessarily a vertex of $G_A$) between $u_1$ and $u_{2n}$ in the space.

For any two points $a$ and $b$ on $G_A$, let $S(a, b)$ denote the segment of $G_A$ between $a$ and $b$, and let $d(a, b)$ denote the length of $S(a, b)$ (i.e., the distance between $a$ and $b$ on $G_A$). For any edge $(u_i, u_{i+1}) \in E_A$, it is assumed that points $u_i$ and $u_{i+1}$ do not belong to the edge; $(u_i, u_{i+1})$ denotes edge $(u_i, u_{i+1})$ with its left end point $u_i$.

For the $\gamma$ defined by Eq. (3), a set $\Gamma$ of $m' - 1$ points on $G_A$ is referred to as $\gamma$-splitting point set, if after deleting all points of $\Gamma$ from $G_A$, the auxiliary path $G_A$ will be divided into $m'$ segments of each length equal to or less than $\gamma$; i.e., by letting $\tau_1, \tau_2, \ldots, \tau_{m'-1}$ be the points from set $\Gamma$, ordered according to their distances from the left end $u_1$ of $G_A$, then it holds that $d(\tau_k, \tau_{k+1}) = \gamma$ for $k = 0, 1, 2, \ldots, m'-2$ and $d(\tau_{m'-1}, \tau_{m'}) \leq \gamma$, where we define the $m'$ such that

$$(m'-1)\gamma < W + H \leq m'\gamma \quad (4)$$

and we set $\tau_0 = u_1$ and $\tau_{m'} = u_{2n}$ for notational convenience.

3.3 A 2-Approximation for Optimal Gapless Schedule

By definition, for any instance $(G, r, h, w, m)$, at most one point belonging in $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_{m'-1}\}$ can fall on each edge of $G_A = (V_A, E_A)$. By assigning the jobs corresponding to job-edges fully contained in segment between $\tau_{k-1}$ and $\tau_k$ to the vehicle $k$, and by assigning the job corresponding to a job-edge containing $\tau_k$ to the vehicle $k$ or $k+1$, we obtain a zone schedule.
From Eqs. (3) and (4), if \((W + H)/m < \max\{\max_{1 \leq j \leq n}(r_j + h_j), \max_{1 \leq j \leq n-1} w(v_j, v_{j+1})\}\), then we reduce the number \(m\) of vehicles to \(m'\) such that \((m' - 1)\gamma < W + H \leq m'\gamma\) (where \(m - m'\) vehicles serve no jobs). Notice that this does not change the lower bound \(\gamma\). In what follows, we assume that \(\gamma = \frac{1}{m}(W + H)\) (which implies that \(m' = m\)).

Using \(\gamma\)-splitting point set \(\Gamma\), the following algorithm obtains a zone schedule \(\pi^{\text{ZONE}}\) for an instance \((G, r, h, w, m)\) of PATH-MVSP.

**Algorithm ZONE**\((G, r, h, w, m; \pi^{\text{ZONE}})\)

**Input:** A path \(G = (V, E)\), where \(V = \{v_1, v_2, \ldots, v_n\}\) is its set of vertices and \(E = \{\{v_j, v_{j+1}\} | j = 1, 2, \ldots, n - 1\}\) is its set of edges, release times \(r_j\) for \(j \in J\), handling times \(h_j\) for \(j \in J\), edge weights \(w(v_j, v_{j+1})\) for \(\{v_j, v_{j+1}\} \in E\), and the number of vehicles \(m\).

**Output:** A zone schedule \(\pi^{\text{ZONE}}\) with \(C_{\text{max}}(\pi^{\text{ZONE}}) \leq 2 \cdot C_{\text{max}}(\pi^*_g)\) for an optimal gapless schedule \(\pi^*_g\).

**Step 1** (Initialization):
Compute the auxiliary path \(G_A\) and its \(\gamma\)-splitting point set \(\Gamma = \{\tau_1, \tau_2, \ldots, \tau_{m-1}\}\) from the given path \(G\);

\(a(1) := 1; b(m) := n; /* job 1 is served by the 1-st vehicle while job \(n\) is served by the \(m\)-th vehicle */\)

**Step 2** (Allocating segments of \(G_A\) to \(m\) vehicles):
for \(k = 1, 2, \ldots, m - 1\) do
if \(\tau_k \in [u_{2i-1}, u_{2i})\) for some job-edge \((u_{2i-1}, u_{2i})\) of \(G_A\) then
if \(d(u_{2i-1}, \tau_k) > \frac{w_A(u_{2i-1}, u_{2i})}{2}\) then
\(b(k) := i; a(k + 1) := i + 1; /* job \(i\) is served by the \(k\)-th vehicle while job \(i + 1\) is served by the \((k + 1)\)-th vehicle */\)
else
\(b(k) := i - 1; a(k + 1) := i\)
end; /* if */
else
/* \(\tau_k \in [u_{2i}, u_{2i+1})\) for some travel-edge \((u_{2i}, u_{2i+1})\) of \(G_A\) */
\(b(k) := i; a(k + 1) := i + 1 /* job \(i\) is served by the \(k\)-th vehicle while job \(i + 1\) is served by the \((k + 1)\)-th vehicle */\)
end; /* if */
end; /* for */

**Step 3** (Scheduling \(m\) vehicles in each subpath \(G(a(k), b(k)), k = 1, 2, \ldots, m)\):
for \(k = 1, 2, \ldots, m\) do
\(\pi^{[k]} := (a(k), a(k) + 1, \ldots, b(k)); \mu^{[k]} := (b(k), b(k) - 1, \ldots, a(k))\);
Compute the completion times \(C(\pi^{[k]})\) and \(C(\mu^{[k]})\) in \(G(a(k), b(k))\);
if \(C(\pi^{[k]}) > C(\mu^{[k]})\) then
\(\pi^{[k]} := \mu^{[k]}\)
end; /* if */
end; /* for */
\(\pi^{\text{ZONE}} := \{\pi^{[1]}, \pi^{[2]}, \ldots, \pi^{[m]}\}\).
Let $C_{\text{max}}(\pi_g^*)$ be the minimum of the maximum completion time of a gapless schedule, i.e., the maximum completion time of an optimal gapless schedule $\pi_g^*$ in $(G, r, h, w, m)$. Now the lower bound $\gamma$ is equal to $\frac{W+H}{m}$.

**Theorem 1.** For an instance $(G, r, h, w, m)$ of PATH-MVSP, let $C_{\text{max}}(\pi_g^*)$ be the maximum completion time of an optimal gapless schedule $\pi_g^*$. Then there exists a 1-way zone schedule $\pi^{\text{ZONE}}$ such that

$$C_{\text{max}}(\pi^{\text{ZONE}}) \leq LB1 + LB2 \leq 2 \cdot C_{\text{max}}(\pi_g^*).$$

Moreover, such a 1-way zone schedule $\pi^{\text{ZONE}}$ can be found in $O(n)$ time.

**Proof.** It is not difficult to see that algorithm ZONE runs in $O(n)$ time and outputs a feasible zone schedule $\pi^{\text{ZONE}}$. Hence it suffices to show that $C_{\text{max}}(\pi^{\text{ZONE}}) \leq 2 \cdot C_{\text{max}}(\pi_g^*)$ holds. For this, we show that $\min\{C(\pi[k]), C(\mu[k])\} \leq LB1 + LB2$ holds for each vehicle $k = 1, 2, \ldots, m$.

We consider the following three cases.

**Case 1.** $\tau_{k-1} \notin [u_{2k(a(k)-1)}, u_{2(a(k-1))})$ and $\tau_k \notin [u_{2k(b(k)-1)}, u_{2b(b(k))})$: Consider the sequence of jobs $\pi[k] = (a(k), a(k) + 1, \ldots, b(k))$ on subpath $G(a(k), b(k))$ of the given path $G$. Thus $W(a(k), b(k)) + H(a(k), b(k)) = \min\{\text{max}\{C(\pi[k])\text{ max}\{C(\mu[k])\}\} \leq LB1 + LB2.$

**Case 2.** $\tau_{k-1} \in [u_{2k(a(k)-1)}, u_{2(a(k-1))})$ and $\tau_k \notin [u_{2k(b(k)-1)}, u_{2b(b(k))})$ (the case of $\tau_{k-1} \notin [u_{2k(a(k)-1)}, u_{2(a(k-1))})$ and $\tau_k \in [u_{2k(b(k)-1)}, u_{2b(b(k))})$ can be treated symmetrically): In this case, $\tau_{k-1}$ is situated on $[u_{2k(a(k)-1)}, u_{2(a(k-1))})$ by $d(u_{2k(a(k)-1)}, u_{2k(a(k))})/2 = \frac{h(a(k))}{2}$. Thus $W(a(k), b(k)) + H(a(k), b(k)) = \min\{\text{max}\{C(\pi[k])\text{ max}\{C(\mu[k])\}\} \leq LB1 + LB2.$

On the other hand, if $r_{a(k)} + h_{a(k)} < r_{\text{max}}(a(k), b(k))$, then by considering a schedule such that the vehicle waits for $r_{\text{max}}(a(k), b(k)) - (r_{a(k)} + h_{a(k)})$ time after serving job $a(k)$, we have

$$C(\pi[k]) \leq r_{a(k)} + h_{a(k)} + \left(r_{\text{max}}(a(k), b(k)) - (r_{a(k)} + h_{a(k)})\right) + W(a(k), b(k)) + (H(a(k), b(k)) - h_{a(k)}) \leq r_{a(k)} + \frac{h_{a(k)}}{2} + \gamma + \left(r_{\text{max}}(a(k), b(k)) - (r_{a(k)} + h_{a(k)})\right) \leq LB1 + LB2.$$
Case 3. $\tau_{k-1} \in [u_{2a(k)-1}, u_{2a(k)}]$ and $\tau_k \in [u_{2b(k)-1}, u_{2b(k)}]$: We can assume without loss of generality that $h_{a(k)} \geq h_{b(k)}$. In this case, $\tau_{k-1}$ is situated on $[u_{2a(k)-1}, u_{2a(k)}]$ from $u_{2a(k)}$ with distance less than $w_A(u_{2a(k)-1}, u_{2a(k)})/2 = h_{a(k)}/2$, and $\tau_k$ is situated on $[u_{2b(k)-1}, u_{2b(k)}]$ from $u_{2b(k)}$ with distance greater than $w_A(u_{2b(k)-1}, u_{2b(k)})/2 = h_{b(k)}/2$. Then $W(a(k), b(k)) + H(a(k), b(k)) = d(u_{2a(k)-1}, u_{2b(k)-1}) + d(\tau_{k-1}, \tau_k) + d(\tau_k, u_{2b(k)}) \leq h_{a(k)} + \gamma + h_{b(k)}/2$.

Consider the sequence of jobs $\pi[k] = (a(k), a(k) + 1, \ldots, b(k))$ on subpath $G(a(k), b(k))$ of $G$. If $r_{a(k)} + h_{a(k)} \geq r_{\max}(a(k), b(k))$, then all jobs in $J(a(k), b(k)) \setminus \{a(k)\}$ do not require for the vehicle to wait at their vertices after it has completed job $a(k)$, indicating

$$C(\pi[k]) \leq r_{a(k)} + W(a(k), b(k)) + H(a(k), b(k)) \leq r_{a(k)} + \frac{h_{a(k)}}{2} + \gamma + \frac{h_{b(k)}}{2}$$

Otherwise, if $r_{a(k)} + h_{a(k)} < r_{\max}(a(k), b(k))$, then by considering a schedule such that the vehicle waits for $r_{\max}(a(k), b(k)) - (r_{a(k)} + h_{a(k)})$ time after serving job $a(k)$, we have

$$C(\pi[k]) \leq r_{a(k)} + h_{a(k)} + \left(r_{\max}(a(k), b(k)) - (r_{a(k)} + h_{a(k)})\right)$$

$$+ W(a(k), b(k)) + (H(a(k), b(k)) - h_{a(k)})$$

$$\leq r_{a(k)} + \left(r_{\max}(a(k), b(k)) - (r_{a(k)} + h_{a(k)})\right) + \frac{h_{a(k)}}{2} + \gamma + \frac{h_{b(k)}}{2}$$

$$\leq r_{\max}(a(k), b(k)) - \frac{h_{a(k)}}{2} + \frac{h_{b(k)}}{2} + \gamma$$

$$\leq r_{\max}(a(k), b(k)) + \gamma \leq LB1 + LB2.$$

This case analysis shows that any vehicle has its completion time within twice the maximum completion time of the optimal gapless schedule. This completes the proof. \hfill \Box

4 A 2-Approximation Algorithm for General Schedules

Unfortunately, the optimal schedule $\pi^*$ for a problem instance $(G, r, h, w, m)$ is not always a gapless schedule, and hence $LB2$ (see Eq. (2)) cannot be used as a lower bound on the minimum of the maximum completion time $C_{\max}^*$ attained by general schedules. Thus, we need to take into account all configurations of gaps on $G$ which are possible to be incurred by the optimal schedule. Based on this idea, we prove the next result.

**Theorem 2.** For an instance $(G, r, h, w, m)$ of PATH-MVSP, let $C_{\max}^{\pi}$ be the minimum of the maximum completion time of a schedule. Then there exists a 1-way zone schedule $\pi^{ZONE}$ of $m-1$ gaps such that

$$C_{\max}^{\pi^{ZONE}} \leq 2 \cdot C_{\max}^{*}.$$

Moreover, such a 1-way zone schedule can be found in $O(mn^2)$ time. \hfill \Box
The existence of such a 1-way schedule $\pi^{ZONE}$ in the theorem can be shown as follows. Let $\pi^*$ be an optimal schedule to the problem, which consists of several gapless schedules for subinstances of $G$. By $m \leq n$, we can assume without loss of generality that each of $m$ vehicles serves at least one job in $\pi^*$. Let $e'_1, e'_2, \ldots, e'_\ell \in E$ be the gaps in $\pi^*$, and let $G_1, G_2, \ldots, G_{\ell+1}$ be the maximal subpaths of $G$ induced by non-gap edges, where the jobs in each $G_i$ is served by a gapless schedule $\pi^*_g(i)$ with $m_i$ vehicles. For each gapless schedule $\pi^*_g(i)$, we see by Theorem 11 that there is a 1-way zone schedule $\pi^*_i$ of $m'_i (\leq m_i)$ vehicles which serves the jobs in $G_i$ and has the completion time $C_{max}(\pi^*_i) \leq 2C_{max}(\pi^*_g(i))$.

We can assume $m'_i = m_i$, since $G_i$ contains at least $m_i$ vertices by the assumption on $\pi^*$, and hence if $m'_i < m_i$ we can modify $\pi^*_i$ into a zone schedule of $m_i - 1$ gaps without increasing the completion time. Since the completion time $C_{max}(\pi^*_g)$ is max{$C_{max}(\pi^*_g(1)), \ldots, C_{max}(\pi^*_g(\ell + 1))$}, the 1-way zone schedule $\pi^*_Z$ consisting of these 1-way zone schedules $\pi^*_1, \ldots, \pi^*_{\ell+1}$ ensures the existence of a desired 1-way zone schedule in Theorem 2.

Now we show that such a 1-way zone schedule $\pi^*_Z$ in Theorem 2 can be computed in $O(mn^2)$ time. For this, it suffices to prove that an optimal 1-way zone schedule $\pi^{OPTZONE}$ with $m - 1$ gaps can be found in the same time complexity.

**Lemma 1.** For an instance $(G, r, h, w, m)$ of PATH-MVSP (where edge weights are not necessarily symmetric), an optimal 1-way zone schedule $\pi^{OPTZONE}$ with $m - 1$ gaps can be found in $O(mn^2)$ time.

**Proof.** We compute $\pi^{OPTZONE}$ for $(G, r, h, w, m)$ by the following dynamic programming. For $1 \leq i \leq j \leq n$, let $T(i, j)$ (resp., $T(j, i)$) denote the completion time of a 1-way zone schedule which serves the jobs in $J(i, j)$ from $i$ to $j$ (resp., from $j$ to $i$). For $1 \leq i \leq j \leq n$ and $1 \leq \ell \leq m$, let $C(i, j, \ell)$ denote the maximum of the minimum completion times of 1-way zone schedules in subinstances $G(i', j')$ over all possible configurations of exactly $\ell - 1$ gaps on $G(i, j)$. Note that $C(1, n, m) = C_{max}(\pi^{OPTZONE})$. Hence, $C(1, n, m)$ can be computed in in $O(mn^2)$ time by the following dynamic programming.

**Step 1:** for $i = 1, 2, \ldots, n$ do

$T(i, i) := r_i + h_i$

end; /* for */

for $k = 1, 2, \ldots, n - 1$ do

for $i = 1, 2, \ldots, n - k$ do

$j := i + k$;

$T(i, j) := \max\{T(i, j - 1) + w(v_{j-1}, v_j), r_j\} + h_j$;

$T(j, i) := \max\{T(j, i + 1) + w(v_{i+1}, v_i), r_i\} + h_i$;

$C(i, j, 1) := \min\{T(i, j), T(j, i)\}$

end; /* for */

end; /* for */

**Step 2:** for $\ell = 2, 3, \ldots, m$ do

for $j = \ell, \ell + 1, \ldots, n$ do
\[ C(1, j, \ell) := \min_{1 \leq j' \leq j-1} \left\{ \max\{C(1, j', \ell-1), C(j'+1, j, 1)\} \right\} \]

\text{end; /* for */}

\text{end. /* for */}

Notice that by backtracking the computation process, we can construct in \(O(mn^2)\) time a 1-way zone scheduling \(\pi^{\text{OPTZONE}}\) which achieves the \(C(1, n, m)\).

The next example shows that the bound 2 in Theorem 2 is tight.

\text{Example 2.} Let \(G = (V, E)\) be a path with \(m\) vehicles and \(n = 3m\) jobs, where \(V = \{v_{3k-2}, v_{3k-1}, v_{3k} \mid k = 1, 2, \ldots, m\}\) and \(E = \{\{v_j, v_{j+1}\} \mid j = 1, 2, \ldots, 3m-1\}\). For positive constants \(B \gg \delta > \varepsilon > 0\) (and \(\delta \geq 1\)), edge weights are given by \(w(v_{3k-2}, v_{3k-1}) = \varepsilon\) and \(w(v_{3k-1}, v_{3k}) = \varepsilon\) for \(k = 1, 2, \ldots, m\), and by \(w(v_{3k}, v_{3(k+1)-2}) = B\delta\) for \(k = 1, 2, \ldots, m - 1\). Release times are given by \(r_{3k-2} = \delta + \varepsilon, r_{3k-1} = 0\), and \(r_{3k} = \delta + 3\varepsilon\), and handling times are by \(h_{3k-2} = 0, h_{3k-1} = \delta\) and \(h_{3k} = 0\) for \(k = 1, 2, \ldots, m\).

In this example, the optimal schedule is \(\pi^* = \{(2, 1, 3), (5, 4, 6), \ldots, (3m - 1, 3m - 2, 3m)\}\) with \(C^*_{\max} = \delta + 3\varepsilon = r_{\max}\) (note that all the vehicles have the same completion time), while an optimal 1-way zone schedule is \(\pi^{\text{OPTZONE}} = \{(1, 2, 3), (4, 5, 6), \ldots, (3m - 2, 3m - 1, 3m)\}\) with \(C^*_\text{max}(\pi^{\text{OPTZONE}}) = 2\delta + 3\varepsilon\) (note that all the vehicles also have the same completion time with respect to \(\pi^{\text{OPTZONE}}\)). Therefore, we have \(C^*_\text{max}(\pi^{\text{OPTZONE}})/C^*_\text{max} \to 2\) when \(\varepsilon \to 0\).

\section{Conclusion}

In this paper, we discussed a scheduling problem of vehicles on a path with release and handling times, PATH-MVSP. The problem asks to find an optimal schedule of \(m\) vehicles serving \(n\) jobs that minimizes the maximum completion time of all the jobs. The PATH-MVSP is NP-hard for any fixed \(m \geq 2\), and is NP-hard in the strong sense for \(m\) arbitrary. Even when there is a single vehicle (i.e., the case of \(m = 1\)), the problem is NP-hard if the initial location is specified. In this paper, for the PATH-MVSP with symmetric edge weights, we presented an approximation algorithm which delivers a zone schedule in \(O(mn^2)\) time with the maximum completion time at most twice the optimal. It is left open whether or not the PATH-MVSP with asymmetric edge weights admits a good approximation algorithm.
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Abstract. We present a simple shortest path algorithm. If the input lengths are positive and uniformly distributed, the algorithm runs in linear time. The worst-case running time of the algorithm is $O(m + n \log C)$, where $n$ and $m$ are the number of vertices and arcs of the input graph, respectively, and $C$ is the ratio of the largest and the smallest nonzero arc length.

1 Introduction

The shortest path problem with nonnegative arc lengths is very common in practice, and algorithms for this problem have been extensively studied, both from theoretical, e.g., [2,10,12,13,17,22,28,26,27,29,31,32], and computational, e.g., [15,11,19,21,20,33], viewpoints. Efficient implementations of Dijkstra’s algorithm [12], in particular, received a lot of attention. At each step, Dijkstra’s algorithm selects for processing a labeled vertex with the smallest distance label. For a nonnegative length function, this selection rule guarantees that each vertex is scanned at most once.

Suppose that the input graph has $n$ vertices and $m$ arcs. To state some of the previous results, we assume that the input arc lengths are integral. Let $U$ denote the biggest arc length. We define $C$ to be the ratio between $U$ and the smallest nonzero arc length. Note that if the lengths are integral, then $C \leq U$. Modulo precision problems and arithmetic operation complexity, our results apply to real-valued arc lengths as well. To simplify comparing time bounds with and without $U$ (or $C$), we make the similarity assumption [13]: $\log U = O(\log n)$.

Several algorithms for the problem have near-linear worst-case running times, although no algorithm has a linear running time if the graph is directed and the computational model is well-established. In the pointer model of computation, the Fibonacci heap data structure of Fredman and Tarjan [16] leads to an $O(m + n \log n)$ implementation of Dijkstra’s algorithm. In a RAM model with word operations, the fastest currently known algorithms achieve the following bounds: $O(m + n(\log U \log \log U)^{1/3})$ [29], $O(m + n(\sqrt{\log n}))$ [28], $O(m \log \log U)$ [22], and $O(m \log n)$ [32].

For undirected graphs, Thorup’s algorithm [31] has a linear running time in a word RAM model. A constant-time priority queue of [31] yields a linear-time
algorithm for directed graphs, but only in a non-standard computation model that is not supported by any currently existing computers.

In a recent paper [23,24], Meyer gives a shortest path algorithm with a linear average time for input arc lengths drawn independently from a uniform distribution on \([1, \ldots, M]\). He also proves that, under the same conditions, the running time is linear with high probability. Meyer’s algorithm may scan some vertices more than once, and its worst-case time bound, \(O(nm \log n)\), is far from linear. Both the algorithm and its analysis are complicated.

In this paper we show that an improvement of the multi-level bucket shortest path algorithm of [9] has an average running time that is linear, and a worst-case time of \(O(m + n \log C)\). Our average-time bound holds for arc lengths distributed uniformly on \([1, \ldots, M]\). We also show that if the arc lengths are independent, the algorithm running time is linear with high probability. Both the algorithm and its analysis are natural and simple. Our algorithm is not an implementation of Dijkstra’s algorithm: a vertex selected for scanning is not necessarily a minimum labeled vertex. However, the selected vertex distance label is equal to the correct distance, and each vertex is scanned at most once. This relaxation of Dijkstra’s algorithm was originally introduced by Dinitz [13], used in its full strength by Thorup [31], and also used in [23]. Our technique can also be used to improve the worst-case running time of the above-mentioned \(O(m + n (\log U \log \log U)^{1/3})\) algorithm of Raman [29] to \(O(m + n (\log C \log \log C)^{1/3})\). (This new bound also applies if the input arc lengths are real-valued.)

Our results advance understanding of near-linear shortest path algorithms. Since many computational studies use graphs with uniform arc lengths, these results show that such problems are easy in a certain sense. Although we prove our results for the uniform arc length distribution, our algorithm achieves improved bounds on some other distributions as well. Our results may have practical implications in addition to theoretical ones. The multi-level bucket algorithm works well in practice [31,23] and our improvement of this algorithm is natural and easy to implement. It is possible that a variant of our algorithm is competitive with the current state-of-the-art implementations on all inputs while outperforming these implementations on some inputs. Although our algorithm looks attractive, the competing implementations are highly optimized and practicality of our results cannot be claimed without a careful implementation and experimentation.

2 Preliminaries

The input to the shortest path problem we consider is a directed graph \(G = (V, A)\) with \(n\) vertices, \(m\) arcs, a source vertex \(s\), and nonnegative arc lengths \(\ell(a)\). The goal is to find shortest paths from the source to all vertices of the graph. We assume that arc lengths are integers in the interval \([1, \ldots, U]\), where \(U\) denotes the biggest arc length. Let \(\delta\) be the smallest nonzero arc length and let \(C\) be the ratio of the biggest arc length to \(\delta\). If all arc lengths are zero or if \(C < 2\), then the problem can be solved in linear time [13]; without loss of generality, we assume that \(C \geq 2\) (and \(\log C \geq 1\)). This implies \(\log U \geq 1\). We
say that a statement holds with high probability (w.h.p.) if the probability that the statement is true approaches one as $m \to \infty$.

We assume the word RAM model of computation (see e.g., [1]). Our data structures need array addressing and the following unit-time word operations: addition, subtraction, comparison, and arbitrary shifts. To allow a higher-level description of our algorithm, we use a strong RAM computation model that also allows word operations including bitwise logical operations and the operation of finding the index of the most significant bit in which two words differ. The latter operation is in AC0; see [8] for a discussion of a closely related operation. The use of this more powerful model does not improve the amortized operation bounds, but simplifies the description.

Our shortest path algorithm uses a variant of the multi-level bucket data structure of Denardo and Fox [9]. Although we describe our result in the strong RAM model, following [6], one can also follow [9,21] and obtain an implementation of the algorithm in the weaker word RAM model. Although somewhat more complicated to describe formally, the latter implementation appears more practical.

3 Labeling Method and Related Results

The labeling method for the shortest path problem [14,15] works as follows (see e.g., [30]). The method maintains for every vertex $v$ its distance label $d(v)$, parent $p(v)$, and status $S(v) \in \{\text{unreached, labeled, scanned}\}$. Initially $d(v) = \infty$, $p(v) = \text{nil}$, and $S(s) = \text{labeled}$. The method starts by setting $d(s) = 0$ and $S(s) = \text{labeled}$. While there are labeled vertices, the method picks such a vertex $v$, scans all arcs out of $v$, and sets $S(v) = \text{scanned}$. To scan an arc $(v, w)$, one checks if $d(w) > d(v) + \ell(v, w)$ and, if true, sets $d(w) = d(v) + \ell(v, w)$, $p(w) = v$, and $S(w) = \text{labeled}$.

If the length function is nonnegative, the labeling method always terminates with correct shortest path distances and a shortest path tree. The efficiency of the method depends on the rule to chose a vertex to scan next. We say that $d(v)$ is exact if the distance from $s$ to $v$ is equal to $d(v)$. It is easy to see that if the method always selects a vertex $v$ such that, at the selection time, $d(v)$ is exact, then each vertex is scanned at most once.

Dijkstra [12] observed that if $\ell$ is nonnegative and $v$ is a labeled vertex with the smallest distance label, than $d(v)$ is exact. However, a linear-time implementation of Dijkstra’s algorithm in the strong RAM model appears to be hard. Dinitz [13] and Thorup [31] use a relaxation of Dijkstra’s selection rule to get linear-time algorithms for special cases of the shortest path problem. To describe this relaxation, we define the caliber of a vertex $v$, $c(v)$, to be the minimum length of an arc entering $v$, or infinity if no arc enters $v$. The following caliber lemma is implicit in [13,29].

**Lemma 1.** Suppose $\ell$ is nonnegative and let $\mu$ be a lower bound on distance labels of labeled vertices. Let $v$ be a vertex such that $\mu + c(v) \geq d(v)$. Then $d(v)$ is exact.
4 Algorithm Description and Correctness

Our algorithm is based on the multi-level bucket implementation of Dijkstra’s algorithm, but we use Lemma 1 to detect and scan vertices with exact (but not necessarily minimum) distance labels. Our algorithm is a labeling algorithm. During the initialization, the algorithm also computes $c(v)$ for every vertex $v$. Our algorithm keeps labeled vertices in one of two places: a set $F$ and a priority queue $B$. The former is implemented to allow constant time additions and deletions, for example as a doubly linked list. The latter is implemented using multi-level buckets as described below. The priority queue supports operations `insert`, `delete`, `decrease-key`, and `extract-min`. However, the `insert` operation may insert the vertex into $B$ or $F$, and the `decrease-key` operation may move the vertex from $B$ to $F$.

At a high level, the algorithm works as follows. Vertices in $F$ have exact distance labels and if $F$ is nonempty, we remove and scan a vertex from $F$. If $F$ is empty, we remove and scan a vertex from $B$ with the minimum distance label. Suppose a distance label of a vertex $u$ decreases. Note that $u$ cannot belong to $F$. If $u$ belongs to $B$, then we apply the `decrease-key` operation to $u$. This operation either relocates $u$ within $B$ or discovers that $u$’s distance label is exact and moves $u$ to $F$. If $u$ was neither in $B$ nor $F$, we apply the `insert` operation to $u$, and $u$ is inserted either into $B$ or, if $d(u)$ is determined to be exact, into $F$.

The bucket structure $B$ contains $k + 1$ levels of buckets, where $k = \lceil \log U \rceil$. Except for the top level, a level contains two buckets. Conceptually, the top level contains infinitely many buckets. However, at most three consecutive top-level buckets can be nonempty at any given time (Lemma 2 below), and one can maintain only these buckets by wrapping around modulo three at the top level. (For low-level efficiency, one may want to have wrap around modulo four, which is a power of two.)

We denote bucket $j$ at level $i$ by $B(i, j)$; $i$ ranges from 0 (bottom level) to $k$ (top), and $j$ ranges from 0 to 1, except at the top level discussed above. A bucket contains a set of vertices maintained in a way that allows constant-time insertion and deletion, e.g., in a doubly linked list. At each level $i$, we maintain the number of vertices at this level.

We maintain $\mu$ such that $\mu$ is a lower bound on the distance labels of labeled vertices. Initially $\mu = 0$. Every time an `extract-min` operation removes a vertex $v$ from $B$, we set $\mu = d(v)$. Consider the binary representation of the distance labels and number bit positions starting from 0 for the least significant bit. Let $\mu_{i,j}$ denote the $i$-th through $j$-th least significant bit of $\mu$ and let $\mu_i$ denote the $i$-th least significant bit. Similarly, $d_i(u)$ denotes the $i$-th least significant bit of $d(u)$, and likewise for the other definitions. Note that $\mu$ and the $k + 1$ least significant bits of the binary representation of $d(u)$ uniquely determine $d(u)$: $d(u) = \mu + (u_{0,k} - \mu_{0,k})$ if $u_{0,k} > \mu_{0,k}$ and $d(u) = \mu + 2^k + (u_{0,k} - \mu_{0,k})$ otherwise.

For a given $\mu$, let $\mu_i$ and $\overline{\mu_i}$ be $\mu$ with the $i$ least significant bits replaced by 0 or 1, respectively. Each level $i < k$ corresponds to the range of values $[\mu_{i+1}, \overline{\mu_{i+1}}]$. 
Each bucket $B(i, j)$ corresponds to the subrange containing all integers in the range with the $i$-th bit equal to $j$. At the top level, a bucket $B(k, j)$ corresponds to the range $[j \cdot 2^k, (j + 1) \cdot 2^k)$. The width of a bucket at level $i$ is equal to $2^i$: the bucket contains $2^i$ distinct values. We say that a vertex $u$ is in the range of $B(i, j)$ if $d(u)$ belongs to the range corresponding to the bucket.

The position of a vertex $u$ in $B$ depends on $\mu$: $u$ belongs to the lowest-level bucket containing $d(u)$. More formally, let $i$ be the index of the most significant bit in which $d(u)$ and $\mu_{0,k}$ differ, or 0 if they match. Note that $\mu_i \leq d(u) \leq \mu_i$. Given $\mu$ and $u$ with $d(u) \geq \mu$, we define the position of $u$ by $(i, d_i(u))$ if $i < k$ and $B(k, \lfloor d(u) - \mu/2^k \rfloor)$ otherwise. If $u$ is inserted into $B$, it is inserted into $B(i, j)$, where $(i, j)$ is the position of $u$. For each vertex in $B$, we store its position.

Figure 1 gives an example of the bucket structure. In this example, $k = 3$ and $\mu = 10$. For instance, to find the position of a vertex $v$ with $d(v) = 14$, we note that the binary representations of 10 and 14 differ in bit 2 (remember that we start counting from 0) and the bit value is 1. Thus $v$ belongs to bucket 1 at level 2.

Our modification of the multi-level bucket algorithm uses Lemma 1 during the insert operation to put vertices into $F$ whenever the lemma allows it. The details are as follows.

**insert:** Insert a vertex $u$ into $B \cup F$ as follows. If $\mu + c(u) \geq d(u)$, put $u$ into $F$. Otherwise compute $u$’s position $(i, j)$ in $B$ and add $u$ to $B(i, j)$.

**decrease-key:** Decrease the key of an element $u$ in position $(i, j)$ as follows. Remove $u$ from $B(i, j)$. Set $d(u)$ to the new value and insert $u$ as described above.

**extract-min:** Find the lowest nonempty level $i$. Find $j$, the first nonempty bucket at level $i$. If $i = 0$, delete a vertex $u$ from $B(i, j)$. (In this case $\mu = d(u)$.) Return $u$. If $i > 0$, examine all elements of $B(i, j)$ and delete a minimum element $u$ from $B(i, j)$. Note that in this case $\mu < d(u)$; set $\mu = d(u)$. Since $\mu$ increased,
some vertex positions in $B$ may have changed. We do bucket expansion of $B(i, j)$ and return $u$.

To understand bucket expansion, note that the vertices with changed positions are exactly those in $B(i, j)$. To see this, let $\mu'$ be the old value of $\mu$ and consider a vertex $v$ in $B$. Let $(i', j')$ be $v$'s position with respect to $\mu'$. By the choice of $B(i, j)$, if $(i, j) \neq (i', j')$, then either $i < i'$, or $i = i'$ and $j < j'$. In both cases, the common prefix of $\mu'$ and $d(v)$ is the same as the common prefix of $d(u)$ and $d(v)$, and the position of $v$ does not change.

On the other hand, vertices in $B(i, j)$ have a longer common prefix with $d(u)$ than they have with $\mu'$ and these vertices need to move to a lower level. Bucket expansion deletes these vertices from $B(i)$ and uses the insert operation to add the vertices back into $B$ or into $F$, as appropriate.

Although the formal description of the algorithm is a little complicated, the algorithm itself is relatively simple: At each step, remove a vertex from $F$; or, if $F$ is empty, then remove the minimum-labeled vertex from $B$. In the latter case, expand the bucket from which the vertex has been removed, if necessary. Scan the vertex and update its neighbors if necessary. Terminate when both $F$ and $B$ are empty.

Note that we do bucket expansions only when $F$ is empty and the expanded bucket contains a labeled vertex with the minimum distance. Thus $\mu$ is updated correctly.

In the original multi-level bucket algorithm, at any point of the execution all labeled vertices are contained in at most two consecutive top level buckets. A slightly weaker result holds for our algorithm.

**Lemma 2.** At any point of the execution, all labeled vertices are in the range of at most three consecutive top level buckets.

**Proof.** Let $\mu'$ be the current value of $\mu$ and let $B(k, j)$ be the top level bucket containing $\mu'$. Except for $s$ (for which the result holds trivially), a vertex $v$ becomes labeled during a scan of another vertex $u$ removed from either $B$ or $F$. In the former case, at the time of the scan $d(u) = \mu \leq \mu'$, $d(v) = \mu + \ell(u, v) \leq \mu' + 2^k$, and therefore $v$ is contained either in $B(k, j)$ or $B(k, j + 1)$. In the latter case, when $u$ has been added to $F$, the difference between $d(u)$ and $\mu$ was at most $c(u) \leq 2^k$, thus $d(u) \leq \mu' + 2^k$, $d(v) \leq d(u) + 2^k \leq \mu' + 2 \cdot 2^k$, and thus $v$ belongs to $B(k, j)$, $B(k, j + 1)$, or $B(k, j + 2)$.

Algorithm correctness follows from Lemmas 1 and 2 and the observations that $\mu$ is always set to a minimum distance label of a labeled vertex, $\mu$ remains a lower bound on the labeled vertex labels (and therefore is monotonically non-decreasing), and $F$ always contains vertices with exact distance labels.

## 5 Worst-Case Analysis

In this section we prove a worst-case bound on the running time of the algorithm. Some definitions and lemmas introduced in this section will be also used in the next section.
We start the analysis with the following lemmas.

**Lemma 3.**

- Given $\mu$ and $u$, we can compute the position of $u$ with respect to $\mu$ in constant time.
- We can find the lowest nonempty level of $B$ in $O(1)$ time.

**Lemma 4.** The algorithm runs in $O(m + n + \Phi)$ time, where $\Phi$ is the total number of times a vertex moves from a bucket of $B$ to a lower level bucket.

*Proof.* Since each vertex is scanned at most once, the total scan time is $O(m + n)$. A vertex is added to and deleted from $F$ at most once, so the total time devoted to maintaining $F$ is $O(n)$. An insert operation takes constant time, and these operations are caused by inserting vertices into $B$ for the first time, by decrease-key operations, and by extract-min operations. The former take $O(n)$ time; we account for the remaining ones jointly with the other operations. A decrease-key operation takes constant time and is caused by a decrease of $d(v)$ due to a scan of an arc $(u, v)$. Since an arc is scanned at most once, these operations take $O(m)$ total time. The work we accounted for so far is linear.

Next we consider the extract-min operations. Consider an extract-min operation that returns $u$. The operation takes $O(1)$ time plus an amount of time proportional to the number of vertices in the expanded bucket, excluding $u$. Each of these vertices moves to a lower level in $B$. Thus we get the desired time bound.

The $O(m + n \log U)$ worst-case time bound is easy to see. To show a better bound, we define $k' = \lfloor \log \delta \rfloor$.

**Lemma 5.** Buckets at level $k'$ and below are never used.

*Proof.* Let $(i, j)$ be the position of a vertex $v$ of caliber $c(v) \geq \delta$. If $i \leq k'$, then $d(v) - \mu < 2^i \leq 2^{k'} \leq \delta \leq c(v)$ and the algorithm adds $v$ to $F$, not $B$.

The above lemma implies the following bound.

**Theorem 1.** The worst-case running time of the algorithm is $O(m + n \log C)$.

Note that the lemma also implies that the algorithm needs only $O(\log C)$ words of memory to implement the bucket data structure.

Our optimization can also be used to improve other data structures based on multi-level buckets, such as radix heaps [2] and hot queues [6]. For these data structures, the equivalent of Lemma 5 allows one to replace time bound parameter $U$ by $C$. In particular, the bound of the hot queue implementation of Raman [29] improves to $O(m + n(\log C \log \log C)^{1/3})$. The modification of Raman’s algorithm to obtain this bound is straightforward given the results of the current section.
6 Average-Case Analysis

In this section we prove linear-time average and high-probability time bounds for our algorithm under the assumption that the input arc lengths are uniformly distributed on $[1, \ldots, M]$.  

A key lemma for our analysis is as follows.

**Lemma 6.** The algorithm never inserts a vertex $v$ into a bucket at a level less than or equal to $\log c(v) - 1$.

**Proof.** Suppose during an insert operation $v$’s position in $B$ is $(i, j)$ with $i \leq \log c(v) - 1$. Then the most significant bit in which $d(v)$ and $\mu$ differ is bit $i$ and $d(v) - \mu < 2^{i+1} \leq c(v)$. Therefore insert puts $v$ into $F$, not $B$.

The above lemma motivates the following definitions. The weight of an arc $a$, $w(a)$, is defined by $w(a) = k - \lfloor \log \ell(a) \rfloor$. The weight of a vertex $v$, $w(v)$, is defined to be the maximum weight of an incoming arc or zero if $v$ has no incoming arcs. Lemma 6 implies that the number of times $v$ can move to a lower level of $B$ is at most $w(v) + 1$ and therefore $\Phi \leq m + \sum_v w(v)$. Note that $k$ depends on the input, the weights are defined with respect to a given input.

For the probability distribution of arc weights defined above, we have $\Pr[\lfloor \log \ell(a) \rfloor = i] = 2^i / M$ for $i = 0, \ldots, k - 1$. The definition of $w$ yields

$$\Pr[w(a) = t] = 2^{k-t} / M \quad \text{for } t = 1, \ldots, k. \quad (1)$$

Since $M \geq U$, we have $M \geq 2^{k-1}$, and therefore

$$\Pr[w(a) = t] \leq 2^{-t+1} \quad \text{for } t = 1, \ldots, k. \quad (2)$$

**Theorem 2.** If arc lengths are uniformly distributed on $[1, \ldots, M]$, then the average running time of the algorithm is linear.

**Proof.** Since $\Phi \leq m + \sum_v w(v)$, it is enough to show that $\mathbf{E}[\sum_v w(v)] = O(m)$. By the linearity of expectation and the definition of $w(v)$, we have $\mathbf{E}[\sum_v w(v)] \leq \sum_a \mathbf{E}[w(a)]$. The expected value of $w(a)$ is

$$\mathbf{E}[w(a)] = \sum_{i=1}^{k} i \Pr[w(a) = i] \leq \sum_{i=1}^{\infty} i 2^{-i+1} = 2 \sum_{i=1}^{\infty} i 2^{-i} = O(1).$$

Note that this bound holds for any $k$. Thus $\sum_a \mathbf{E}[w(a)] = O(m)$.

**Remark** The proof of the theorem works for any arc length distribution such that $\mathbf{E}[w(a)] = O(1)$. In particular, the theorem holds for real-valued arc lengths selected independently and uniformly from $[0, 1]$. In fact, for this distribution the\footnote{As we shall see, if $M$ is large enough then the result also applies to the range $[0, \ldots, M]$.}
high-probability analysis below is simpler. However, the integer distribution is somewhat more interesting, for example because some test problem generators use this distribution.

Remark Note that Theorem 2 does not require arc lengths to be independent. Our proof of its high-probability variant, Theorem 3, requires the independence.

Next we show that the algorithm running time is linear w.h.p. by showing that
\[ P[A_w(a)] = O(m) \text{ w.h.p.} \]
First, we show that w.h.p. \( U \) is not much smaller than \( M \) and is close to \( Mm^{-1} \) (Lemmas 7 and 8). Let \( S_t \) be the set of all arcs of weight \( t \) and note that \( P[A_w(a)] = \sum_t t |S_t| \). We show that as \( t \) increases, the expected value of \( |S_t| \) goes down exponentially. For small values of \( t \), this is also true w.h.p. To deal with large values of \( t \), we show that the total number of arcs with large weights is small, and so is the contribution of these arcs to the sum of arc weights.

Because of the space limit, we omit proofs of the following two lemmas.

Lemma 7. W.h.p., \( U \geq M/2 \).

Lemma 8. W.h.p., \( \delta \geq Mm^{-4/3} \). If \( M \geq m^{2/3} \), then w.h.p. \( \delta \leq Mm^{-2/3} \).

From (i) and the independence of arc weights, we have \( E[|S_t|] = m2^{k-t}/M \). By the Chernoff bound (see e.g. [7,25]), \( \Pr[|S_t| \geq 2m2^{k-t}/M] < \left( \frac{e}{4} \right) m2^{k-t}/M \). Since \( M \geq 2^{k-1} \), we have
\[ \Pr[|S_t| \geq 4m2^{-t}] < \left( \frac{e}{4} \right) 2m2^{-t} \]

As mentioned above, we bound the contributions of arcs with large and small weights to \( \sum_A w(a) \) differently. We define \( \beta = \log(m^{2/3}) \) and partition \( A \) into two sets, \( A_1 \) containing the arcs with \( w(a) \leq \beta \) and \( A_2 \) containing the arcs with \( w(a) > \beta \).

Lemma 9. \( \sum_{A_1} w(a) = O(m) \) w.h.p.

Proof. Assume that \( \delta \geq Mm^{-4/3} \) and \( U \geq M/2 \); by Lemmas 4 and 8 this happens w.h.p. This assumption implies \( C \leq m^{4/3} \). The probability that for some \( t : 1 \leq t \leq \beta \), \( |S_t| \geq 4m2^{-t} \) is, by the union bound and the fact that the probability is maximized for \( t = \beta \), less than
\[ \beta \left( \frac{e}{4} \right) m2^{-\beta} \leq \log(m^{2/3}) \left( \frac{e}{4} \right) m^{m-2/3} \leq \log m \left( \frac{e}{4} \right) m^{1/3} \rightarrow 0 \text{ as } m \rightarrow \infty. \]

Thus w.h.p., for all \( t : 1 \leq t \leq \beta \), we have \( |S_t| < 4m2^{-t} \) and
\[ \sum_{A_1} w(a) = \sum_{t=1}^{t \leq \beta} t |S_t| \leq 4m \sum_{t=1}^{\infty} t 2^{-t} = O(m). \]
Lemma 10. \( \sum_{A_2} w(a) = O(m) \) w.h.p.

Proof. If \( M < m^{2/3} \), then \( k \leq \beta \) and \( A_2 \) is empty, so the lemma holds trivially.

Now consider the case \( M \geq m^{2/3} \). By Lemmas 7 and 8, w.h.p. \( Mm^{-4/3} \leq \delta \leq Mm^{-2/3} \) and \( U \geq M/2 \); assume that this is the case. The assumption implies \( m^{2/3}/2 \leq C \leq m^{4/3} \). Under this assumption, we also have \( 2^{k-1} \leq M \leq 2^{k+1} \). Combining this with (11) we get \( 2^{-2-t} \leq \Pr[w(a) = t] \leq 2^{1-t} \). This implies that

\[
2^{-2-\beta} \leq \Pr[w(a) > \beta] \leq 2^{2-\beta},
\]

therefore

\[
\frac{m^{-2/3}}{8} \leq \Pr[w(a) > \beta] \leq 4m^{-1/3}
\]

and by the independence of arc weights,

\[
\frac{m^{1/3}}{8} \leq \mathbf{E}[|A_2|] \leq 4m^{2/3}
\]

By the Chernoff bound,

\[
\Pr[|A_2| > 2\mathbf{E}[|A_2|]] < \left(\frac{e}{4}\right)^{\mathbf{E}[|A_2|]}.
\]

Replacing the first occurrence of \( \mathbf{E}[|A_2|] \) by the upper bound on its value and the second occurrence by the lower bound (since \( e/4 < 1 \)), we get

\[
\Pr\left[|A_2| > 8m^{2/3}\right] < \left(\frac{e}{4}\right)^{m^{1/3}/8} \rightarrow 0 \quad \text{as} \quad m \rightarrow \infty.
\]

For all arcs \( a, \ell(a) \geq \delta \), and thus

\[
w(a) = k - \lfloor \ell(a) \rfloor \leq 1 + \log U + 1 - \log \delta = 2 + \log C \leq 2 + (4/3) \log m.
\]

Therefore w.h.p.,

\[
\sum_{A_2} w(a) \leq 8m^{2/3}(2 + (4/3) \log m) = o(m).
\]

Thus we have the following theorem.

Theorem 3. If arc lengths are independent and uniformly distributed on \( [1, \ldots, M] \), then with high probability, the algorithm runs in linear time.

Remark The expected and high probability bounds also apply if the arc lengths come from \( [0, \ldots, U] \) and \( U = \omega(m) \), as in this case with high probability no arc has zero length.
7 Concluding Remarks

We described our algorithm for the binary multi-level buckets, with two buckets at each level except for the top level. One can easily extend the algorithm for base-$\Delta$ buckets, for any integer $\Delta \geq 2$. One gets a worst-case bound for $\Delta = \Theta\left( \frac{\log C}{\log \log C} \right)$ when the work of moving vertices to lower levels balances with the work of scanning empty buckets during bucket expansion. Our average-case analysis reduces the former but not the latter. We get a linear running time when $\Delta$ is constant and the empty bucket scans can be charged to vertices in nonempty buckets. An interesting open question is if one can get a linear average running time and a better worst-case running time, for example using techniques from \[2,6,9\], without running several algorithms “in parallel.”

Our optimization is to detect vertices with exact distance labels before these vertices reach the bottom level of buckets and place them into $F$. This technique can be used not only in the context of multi-level buckets, but in the context of radix heaps \[2\] and hot queues \[6\].

Acknowledgments. The author would like to thank Jim Horning, Anna Karlin, Rajeev Raman, Bob Tarjan, and Eva Tardos for useful discussion and comments on a draft of this paper. We are also greatful to an anonymous referee for pointing out that Theorem \[2\] does not need arc lengths to be independent.
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Abstract. We consider the single-source many-targets shortest-path (SSMTSP) problem in directed graphs with non-negative edge weights. A source node \( s \) and a target set \( T \) is specified and the goal is to compute a shortest path from \( s \) to a node in \( T \). Our interest in the shortest path problem with many targets stems from its use in weighted bipartite matching algorithms. A weighted bipartite matching in a graph with \( n \) nodes on each side reduces to \( n \) SSMTSP problems, where the number of targets varies between \( n \) and 1.

The SSMTSP problem can be solved by Dijkstra’s algorithm. We describe a heuristic that leads to a significant improvement in running time for the weighted matching problem; in our experiments a speed-up by up to a factor of 10 was achieved. We also present a partial analysis that gives some theoretical support for our experimental findings.

1 Introduction and Statement of Results

A matching in a graph is a subset of the edges no two of which share an endpoint. The weighted bipartite matching problem asks for the computation of a maximum weight matching in an edge-weighted bipartite graph \( G = (A \cup B, E, w) \) where the cost function \( w : E \rightarrow \mathbb{R} \) assigns a real weight to every edge. The weight of a matching \( M \) is simply the sum of the weights of the edges in the matching, i.e., \( w(M) = \sum_{e \in M} w(e) \). One may either ask for a perfect matching of maximal weight (the weighted perfect matching problem or the assignment problem) or simply for a matching of maximal weight. Both versions of the problem can be solved by solving \( n, n = \max(|A|, |B|) \), single-source many-targets shortest-path (SSMTSP) problems in a derived graph, see Sec. 4. We describe and analyse a heuristic improvement for the SSMTSP problem which leads to
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a significant speed-up in LEDA’s weighted bipartite matching implementation, see Tab. 3.

In the SSMTSP problem we are given a directed graph $G = (V, E)$ whose edges carry a non-negative cost. We use $\text{cost}(e)$ to denote the cost of an edge $e \in E$. We are also given a source node $s$. Every node in $V$ is designated as either free or non-free. We are interested in finding the shortest path from $s$ to a free node.

The SSMTSP problem is easily solved by Dijkstra’s algorithm. Dijkstra’s algorithm (see Sec. 2) maintains a tentative distance for each node and a partition of the nodes into settled and unsettled. At the beginning all nodes are unsettled. The algorithm operates in phases. In each phase, the unsettled node with smallest tentative distance is declared settled and its outgoing edges are relaxed in order to improve tentative distances of other unsettled nodes. The unsettled nodes are kept in a priority queue. The algorithm can be stopped once the first free node becomes settled.

We describe a heuristic improvement. The improvement maintains an upper bound for the tentative distance of free nodes and performs only queue operations with values smaller than the bound. All other queue operations are suppressed. The heuristic significantly reduces the number of queue operations and the running time of the bipartite matching algorithm, see Tab. 2 and Tab. 3.

This paper is structured as follows. In Sec. 2 we discuss Dijkstra’s algorithm for many targets and describe our heuristic. In Sec. 3 we give an analysis of the heuristic for random graphs and report about experiments on random graphs. In Sec. 4 we discuss the application to weighted bipartite matching algorithms and present our experimental findings for the matching problem.

The heuristic was first used by the second author in his jump-start routine for the general weighted matching algorithm [6,5]. When applied to bipartite graphs, the jump-start routine computes a maximum weight matching. When we compared the running time of the jump-start routine with LEDA’s bipartite matching code [4, Sec. 7.8], we found that the jump-start routine is consistently faster. We traced the superiority to the heuristic described in this paper.

## 2 Dijkstra’s Algorithm with Many Targets

It is useful to introduce some more notation. For a node $v \in V$, let $d(v)$ be the shortest path distance from $s$ to $v$, and let $d_0 = \min \{ d(v) : v \text{ is free} \}$. If there is no free node reachable from $s$, $d_0 = +\infty$. Our goal is to compute (1) a node $v_0$ with $d(v_0) = d_0$ (or an indication that there is no such node), (2) the subset $V'$ of nodes with $d(v) < d_0$, more precisely, $v \in V'$ if $d(v) < d_0$ and $d(v) \geq d_0$ if $v \not\in V'$, and (3) the value $d(v)$ for every node $v \in \{v_0\} \cup V'$, i.e., a partial function $d$ with $d(v) = d(v)$ for any $v \in \{v_0\} \cup V'$. (Observe that nodes $v$ with $d(v) = d_0$ may or may not be in $V'$.) We refer to the problem just described as the single-source many-targets shortest-path (SSMTSP) problem. It is easily solved by an adapted version of Dijkstra’s algorithm as shown in Fig. 1.
**Dijkstra’s Algorithm (adapted Version):**

\[ dist(s) = 0 \text{ and } dist(u) = +\infty \text{ for all } u \in V, u \neq s \]

\[ PQ.insert(s, 0) \]  

\[
\text{while not } PQ.empty() \text{ do} \\
\quad u = PQ.del\_min() \\
\quad \text{if } u \text{ is free then STOP fi} \\
\quad \text{RELAX ALL OUTGOING EDGES OF } u \\
\text{od}
\]

\[
\text{RELAX ALL OUTGOING EDGES OF } u: \\
\quad \text{forall } e = (u, v) \in E \text{ do} \\
\quad \quad c = dist(u) + cost(e) \\
\quad \quad \text{if } c < dist(v) \text{ then} \\
\quad \quad \quad \text{if } dist(v) = +\infty \text{ (v is not contained in } PQ) \\
\quad \quad \quad \quad PQ.insert(v, c) \text{ (insert } (v, c) \text{ into } PQ) \\
\quad \quad \quad \text{else } PQ.decrease\_p(v, c) \text{ (decrease priority of } v \text{ in } PQ \text{ to } c) \\
\quad \quad \text{fi} \\
\quad \quad \text{fi} \\
\quad \text{fi} \\
\text{od}
\]

**Fig. 1.** Dijkstra’s algorithm adapted for many targets. When the first free node is removed from the queue, the algorithm is stopped: \( v_0 \) is the node removed last and \( V' \) consists of all non-free nodes removed from the queue.

We maintain a priority queue \( PQ \) for the nodes of \( G \). The queue is empty initially. For each node \( u \in V \) we compute a tentative distance \( dist(u) \) of a shortest path from \( s \) to \( u \). Initially, we set \( dist(s) \) to zero and put the item \( (s, 0) \) into the priority queue. For each \( u \in V, u \neq s \), we set \( dist(u) \) to \( +\infty \) (no path from \( s \) to \( u \) has been encountered yet). In the main loop, we delete a node \( u \) with minimum \( dist \)-value from the priority queue. If \( u \) is free, we are done: \( v_0 = u \) and \( V' \) is the set of nodes removed in preceding iterations. Otherwise, we relax all edges out of \( u \). Consider an edge \( e = (u, v) \) and let \( c = dist(u) + cost(e) \).

We check whether \( c \) is smaller than the current tentative distance of \( v \). If so, we distinguish two cases. (1) If \( e \) is the first edge into \( v \) that is relaxed (this is the case if \( dist(v) \) equals \( +\infty \)) we insert an item \( (v, c) \) into \( PQ \). (2) Otherwise, we decrease the priority of \( v \) in \( PQ \) to \( c \). If a queue operation is performed, we also update \( dist(v) \).

We next describe a heuristic improvement of the scheme above. Let \( B \) be the smallest \( dist \)-value of a free node encountered by the algorithm; \( B = +\infty \) initially. We claim that queue operations \( PQ.op(\cdot, c) \) with \( c \geq B \) may be skipped without affecting correctness. This is clear, since the algorithm stops when the first free node is removed from the queue and since the \( dist \)-value of this node is certainly at least as small as \( B \). Thus all \( dist \)-values less than \( d(v_0) \) will be computed correctly. The modified algorithm may output a different node \( v_0 \) and a different set \( V' \). However, if all distances are pairwise distinct the same node \( v_0 \) and the same set \( V' \) as in the basic algorithm are computed.
Dijkstra’s Algorithm with Pruning Heuristic:
\[ \text{dist}(s) = 0 \text{ and } \text{dist}(u) = +\infty \text{ for all } u \in V, u \neq s \]

\[ B = +\infty \] (initialize upper bound to +\(\infty\))

\[ \text{PQ.insert}(s, 0) \] (insert \(s, 0\) into \(\text{PQ}\))

\[ \text{while not } \text{PQ.empty()} \text{ do} \]

\[ u = \text{PQ.del.min()} \] (remove node \(u\) from \(\text{PQ}\) with minimal priority)

\[ \text{if } u \text{ is free then STOP fi} \]

RELAX ALL OUTGOING EDGES OF \(u\)

\[ \text{forall } e = (u, v) \in E \text{ do} \]

\[ c = \text{dist}(u) + \text{cost}(e) \]

\[ \text{if } c \geq B \text{ then continue fi} \]

\[ \text{if } v \text{ is free then } B = \min\{c, B\} \text{ fi} \]

\[ \text{if } c < \text{dist}(v) \text{ then} \]

\[ \text{if } \text{dist}(v) = +\infty \text{ then } \text{PQ.insert}(v, c) \text{ fi} \]

\[ \text{else } \text{PQ.decrease.p}(v, c) \text{ fi} \]

\[ \text{dist}(v) = c \]

\[ \text{od} \]

RELAX ALL OUTGOING EDGES OF \(u\):

FIG. 2. Dijkstra’s algorithm for many targets with a pruning heuristic. An upper bound \(B\) for \(d(v_0)\) is maintained and queue operations \(\text{PQ.op}(\cdot, c)\) with \(c \geq B\) are not performed.

The pruning heuristic can conceivably save on queue operations, since fewer insert and decrease priority operations may be performed. Figure 2 shows the algorithm with the heuristic added.

3 Analysis

We perform a partial analysis of the basic and the modified version of Dijkstra’s algorithm for many targets. We use \(n\) for the number of nodes, \(m\) for the expected number of edges and \(f\) for the expected number of free nodes. We assume that our graphs are random graphs in the \(B(n, p)\) model with \(p = m/n^2\), i.e., each of the \(n^2\) possible edges is picked independently and uniformly at random with probability \(p\). We use \(c\) to denote \(pn = m/n\). We also assume that a node is free with probability \(q = f/n\) and that edge costs are random reals between 0 and 1. We could alternatively use the model in which all graphs with \(m\) edges are equally likely and in which the free nodes form a random subset of \(f\) nodes. The results would be similar. We are mainly interested in the case, where \(p = c/n\) for a small constant \(c\), say \(2 \leq c \leq 10\), and \(q\) a constant, i.e., the expected number of free nodes is a fixed fraction of the nodes.
Deletions from the Queue: We first analyze the number of nodes removed from the queue. If our graph were infinite and all nodes were reachable from $s$, the expected number would be $1/q$, namely the expected number of trials until the first head occurs in a sequence of coin tosses with success probability $q$. However, our graph is finite (not really a serious difference if $n$ is large) and only a subset of the nodes is reachable from $s$. Observe, that the probability that $s$ has no outgoing edge is $(1 - p)^n \approx e^{-c}$. This probability is non-negligible. We proceed in two steps. We first analyze the number of nodes removed from the queue given the number $R$ of nodes reachable from $s$ and in a second step review results about the number $R$ of reachable nodes.

**Lemma 1.** Let $R$ be the number of nodes reachable from $s$ in $G$ and let $T$ be the number of iterations, i.e., in iteration $T$ the first free node is removed from the queue or there is no free node reachable from $s$ and $T = R$. Then, $\Pr(T = t | R = r) = (1 - q)^{t-1}q$, for $1 \leq t < r$, and $\Pr(T = t | R = r) = (1 - q)^{t-1}$, for $t = r$. Moreover, for the expected number of iterations we have: $E[T | R = r] = 1/q - (1 - q)^r/q$.

The proof is given in Appendix A.

The preceding Lemma gives us information about the number of deletions from the queue. The expected number of edges relaxed is $cE[(T - 1) | R = r]$ since $T - 1$ non-free nodes are removed from the queue and since the expected out-degree of every node is $c = m/n$. We conclude that the number of edges relaxed is about $((1/q) - 1)(m/n)$.

Now, how many nodes are reachable from $s$? This quantity is analyzed in [2, pages 149–155]. Let $\alpha > 0$ be such that $\alpha = 1 - \exp(-c\alpha)$, and let $R$ be the number of nodes reachable from $s$. Then $R$ is bounded by a constant with probability about $1 - \epsilon$ and is approximately $\alpha n$ with probability about $\alpha$. More precisely, for every $\epsilon > 0$ and $\delta > 0$, there is a $t_0$ such that for all sufficiently large $n$, we have

$$1 - \alpha - 2\epsilon \leq \Pr(R \leq t_0) \leq 1 - \alpha + \epsilon$$

and

$$\alpha - 2\epsilon \leq \Pr((1 - \delta)\alpha n < R < (1 + \delta)\alpha n) \leq \alpha + 3\epsilon.$$  

Table 1 indicates that small values of $\epsilon$ and $\delta$ work even for moderate $n$. For $c = 2$, we have $\alpha \approx 0.79681$. We generated 10000 graphs with $n = 1000$ nodes and 2000 edges and determined the number of nodes reachable from a given source node $s$. This number was either smaller than 15 or larger than 714. The latter case occurred in 7958 out of 10000 trials. Moreover, the average number of nodes reachable from $s$ in the latter case was 796.5 $\approx \alpha \cdot 1000 = \alpha n$.

For the sequel we concentrate on the case that $(1 - \delta)\alpha n$ nodes are reachable from $s$. In this situation, the probability that all reachable nodes are removed from the queue is about

$$\exp(\alpha n \ln(1 - q)) \approx \exp(-\alpha n q) = \exp(-\alpha f).$$
Table 1. For all experiments (except the one in the last column) we used random graphs with \( n = 1000 \) nodes and \( m = cn \) edges. For the last column we chose \( n = 2000 \) in order to illustrate that the dependency on \( n \) is weak. Nodes were free with probability \( q \). The following quantities are shown; for each value of \( q \) and \( c \) we performed \( 10^4 \) trials.

- \( \alpha \): the solution of the equation \( \alpha = 1 - \exp(-c\alpha) \).
- MS: the maximal number of nodes reachable from \( s \) when few nodes are reachable.
- ML: the minimal number of nodes reachable from \( s \) when many nodes are reachable.
- R: the average number of nodes reachable from \( s \) when many nodes are reachable.
- F: the number of times many nodes are reachable from \( s \).

<table>
<thead>
<tr>
<th>( c )</th>
<th>2</th>
<th>5</th>
<th>8</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>0.7968</td>
<td>0.993</td>
<td>0.9997</td>
<td>0.9997</td>
</tr>
<tr>
<td>MS</td>
<td>15</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ML</td>
<td>714</td>
<td>981</td>
<td>996</td>
<td>1995</td>
</tr>
<tr>
<td>R</td>
<td>796.5</td>
<td>993</td>
<td>999.7</td>
<td>1999.3</td>
</tr>
<tr>
<td>F</td>
<td>7958</td>
<td>9931</td>
<td>9997</td>
<td>9995</td>
</tr>
</tbody>
</table>

This is less than \( 1/n^2 \), if \( c \geq 2 \) and \( f \geq 4 \ln n \), an assumption which we are going to make. We use the phrase “\( R \) and \( f \) are large” to refer to this assumption.

**Insertions into the Queue:** We next analyze the number of insertions into the queue, first for the standard scheme.

**Lemma 2.** Let \( IS \) be the number of insertions into the queue in the standard scheme. Then

\[
E[IS | T = t] = n - (n - 1)(1 - p)^{t-1}
\]

and

\[
E[IS | R \text{ and } f \text{ are large}] \approx \frac{c}{q} - c + 1 + o(1) .
\]

The proof is given in Appendix B.

Observe that the standard scheme makes about \( c/q \) insertions into but only \( 1/q \) removals from the queue. This is where the refined scheme saves. Let \( INRS \) be the number of nodes which are inserted into the queue but never removed in the standard scheme. Then, by the above,

\[
E[INRS | R \text{ and } f \text{ are large}] \approx \frac{c}{q} - c + 1 - \frac{1}{q} \approx \frac{c - 1}{q} .
\]

The standard scheme also performs some \( \text{decrease}_p \) operations on the nodes inserted but never removed. This number is small since the average number of incoming edges scanned per node is small.

We turn to the refined scheme. We have three kinds of savings.

- Nodes that are removed from the queue may incur fewer queue operations because they are inserted later or because some distance decreases do not lead to a queue operation. This saving is small since the number of distance decreases is small (recall that only few incoming edges per node are scanned).

\[^1\text{For } c \geq 2, \text{ we have } \alpha > 1/2 \text{ and thus } \exp(-\alpha f) < \exp(-\frac{1}{2} f). \text{ Choosing } f \geq 4 \ln n, \text{ we obtain: } \exp(-\alpha f) < 1/n^2.\]
Nodes that are never removed from the queue in the standard scheme are not inserted in the refined scheme. This saving is significant and we will estimate it below.

Nodes that are never removed from the queue in the standard scheme are inserted in the refined scheme but fewer decreases of their distance labels lead to a queue operation. This saving is small for the same reason as in the first item.

We concentrate on the set of nodes that are inserted into but never removed from the queue in the standard scheme. How many of these insertions are also performed in the refined scheme? We use \( \text{INRS} \) to denote their number. We compute the expectation of \( \text{INRR} \) conditioned on the event \( E_l, l \in \mathbb{N} \), that in the standard scheme there are exactly \( l \) nodes which are inserted into the queue but not removed.

Let \( e_1 = (u_1, v_1), \ldots, e_l = (u_l, v_l) \) be the edges whose relaxations lead to the insertions of nodes that are not removed, labeled in the order of their relaxations. Then, \( d(u_i) \leq d(u_{i+1}) \), \( 1 \leq i \leq l - 1 \), since nodes are removed from the queue in non-decreasing order of their distance values.

Node \( v_i \) is inserted with value \( d(u_i) + w(e_i) \); \( d(u_i) + w(e_i) \) is a random number in the interval \([d(t), d(u_i) + 1]\), where \( t \) is the target node closest to \( s \), since the fact that \( v_i \) is never removed from the queue implies \( d(u_i) + w(e_i) \geq d(t) \) but reveals nothing else about the value of \( d(u_i) + w(e_i) \).

In the refined scheme \( e_i \) leads to an insertion only if \( d(u_i) + w(e_i) \) is smaller than \( d(u_j) + w(e_j) \) for every free \( v_j \) with \( j < i \). The probability for this event is at most \( 1/(k+1) \), where \( k \) is the number of free \( v_j \) preceding \( v_i \). The probability would be exactly \( 1/(k+1) \) if the values \( d(u_h) + w(e_h) \), \( 1 \leq h \leq i \), were all contained in the same interval. Since the upper bound of the interval containing \( d(u_h) + w(e_h) \) increases with \( h \), the probability is at most \( 1/(k+1) \).

Thus (the expectation is conditioned on the event \( E_i \))

\[
E[\text{INRR} \mid E_i] \leq \sum_{1 \leq i \leq l} \sum_{0 \leq k < i} \binom{i - 1}{k} q^k (1 - q)^{i - 1 - k} \frac{1}{k + 1}.
\]

In Appendix C, we show that

\[
E[\text{INRR} \mid E_i] \leq \frac{1}{q} \cdot (1 + \ln(lq)) .
\]

Since \( \ln(lq) \) is a convex function of \( l \) (its first derivative is positive and its second derivative is negative), we obtain an upper bound on the expectation of \( \text{INRR} \) conditioned on \( R \) and \( f \) being large, if we replace \( \text{INRS} \) by its expectation. We obtain

\[
E[\text{INRR} \mid R \text{ and } f \text{ are large}] \leq \frac{1}{q} \cdot (1 + \ln(qE[\text{INRS} \mid R \text{ and } f \text{ are large}]))
\]

\[
\approx \frac{1}{q} \cdot \left(1 + \ln \left(q \frac{c-1}{q} \right)\right) = \frac{1}{q} \cdot (1 + \ln(c - 1)) .
\]
We have a guaranteed saving of $c\frac{2+\ln c}{c}$. Moreover, if $\frac{2+\ln c}{c} < 1$ we are guaranteed to save a constant fraction of the queue operations. For example, if $c = 8$, we will save at least a fraction of $1 - \frac{2+\ln 8}{8} \approx 0.49$ of the queue operations. The actual
savings are higher, see Tab. 2. Also, there are substantial savings, even if the
assumption of $R$ and $f$ being large does not hold (e.g., for $c = 2$ and $q = 0.02$).

It is interesting to observe how our randomness assumptions were used in the
argument above. $G$ is a random graph and hence the number of nodes reachable
from $s$ is either bounded or very large. Also, the expected number of nodes
reached after $t$ removals from the queue has a simple formula. The fact that a
node is free with fixed probability gives us the distribution of the number of
deletions from the queue. In order to estimate the savings resulting from the
refined scheme we use that every node has the same chance of being free and
that edge weights are random. For this part of the argument we do not need
that our graph is random.

4 Bipartite Matching Problems

Both versions of the weighted bipartite matching problem, i.e., the assignment
problem and the maximum weight matching problem, can be reduced to solv-
ing $n, n = \max(|A|, |B|)$, SSMTSP problems; we discuss the reduction for the
assignment problem.

A popular algorithm for the assignment problem follows the primal dual
paradigm [1, Sec. 12.4], [4, Sec. 7.8], [3]. The algorithm constructs a perfect
matching and a dual solution simultaneously. A dual solution is simply a function
$\pi : V \to \mathbb{R}$ that assigns a real potential to every node. We use $V$ to denote
$A \cup B$. The algorithm maintains a matching $M$ and a potential function $\pi$ with
the property that

\begin{enumerate}
\item[(a)] $w(e) \leq \pi(a) + \pi(b)$ for every edge $e = (a, b)$,
\item[(b)] $w(e) = \pi(a) + \pi(b)$ for every edge $e = (a, b) \in M$ and
\item[(c)] $\pi(b) = 0$ for every free\footnote{A node is free if no edge in $M$ is incident to it.} node $b \in B$.
\end{enumerate}

Initially, $M = \emptyset, \pi(a) = \max_{e \in E} w(e)$ for every $a \in A$ and $\pi(b) = 0$ for every
$b \in B$. The algorithm stops when $M$ is a perfect matching\footnote{It is easy to see that $M$ has maximal weight among all perfect matchings. Observe
that if $M'$ is any perfect matching and $\pi$ is any potential function such that (a) holds
then $w(M') \leq \sum_{v \in V} \pi(v)$. If (b) also holds, we have a pair $(M', \pi)$ with equality
and hence the matching has maximal weight (and the node potential has minimal
weight among all potentials satisfying (a)).} or when it discovers
that there is no perfect matching. The algorithm works in phases. In each phase
the size of the matching is increased by one (or it is determined that there is no
perfect matching).

A phase consists of the search for an augmenting path of minimum reduced
cost. An augmenting path is a path starting at a free node in $A$, ending at a free
node in $B$ and using alternately edges not in $M$ and in $M$. The reduced cost of
an edge $e = (a, b)$ is defined as $\bar{w}(e) = \pi(a) + \pi(b) - w(e)$; observe that edges
in $M$ have reduced cost zero and that all edges have non-negative reduced cost.
The reduced cost of a path is simply the sum of the reduced costs of the edges
contained in it. There is no need to search for augmenting paths from all free nodes in \( A \); it suffices to search for augmenting paths from a single arbitrarily chosen free node \( a_0 \in A \).

If no augmenting path starting in \( a_0 \) exists, there is no perfect matching in \( G \) and the algorithm stops. Otherwise, for every \( v \in V \), let \( d(v) \) be the minimal reduced cost of an alternating path from \( a_0 \) to \( v \). Let \( b_0 \in B \) be a free node in \( B \) which minimizes \( d(b) \) among all free nodes \( b \) in \( B \). We update the potential function according to the rules (we use \( \pi' \) to denote the new potential function):

(d) \( \pi'(a) = \pi(a) - \max(d(b_0) - d(a), 0) \) for all \( a \in A \),

(e) \( \pi'(b) = \pi(b) + \max(d(b_0) - d(b), 0) \) for all \( b \in B \).

It is easy to see that this change maintains (a), (b), and (c) and that all edges on the least cost alternating path \( p \) from \( a_0 \) to \( b_0 \) become tight\(^4\). We complete the phase by switching the edges on \( p \): matching edges on \( p \) become non-matching and non-matching edges become matching edges. This increases the size of the matching by one.\(^5\)

A phase is tantamount to a SSMTSP problem: \( a_0 \) is the source and the free nodes are the targets. We want to determine a target (= free node) \( b_0 \) with minimal distance from \( a_0 \) and the distance values of all nodes \( v \) with \( d(v) < d(b_0) \). For nodes \( v \) with \( d(v) \geq d(b_0) \), there is no need to know the exact distance. It suffices to know that the distance is at least \( d(b_0) \).

Table 3 shows the effect of the pruning heuristic for the bipartite matching algorithm. (The improved code will be part of LEDA Version 4.3.)

A Proof of Lemma 1

Proof (Lemma 1). Since each node is free with probability \( q = f/n \) and since the property of being free is independent from the order in which nodes are removed from the queue, we have

\[
\Pr(T = t | R = r) = (1 - q)^{t-1} q \quad \text{and} \quad \Pr(T \geq t | R = r) = (1 - q)^{t-1},
\]

for \( 1 \leq t < r \). If \( t = r \), \( \Pr(T = r | R = r) = (1 - q)^{r-1} = \Pr(T \geq r | R = r) \).

The expected number of iterations is

\[
\mathbb{E}[T | R = r] = \sum_{t \geq 1} \Pr(T \geq t | R = r) = \sum_{1 \leq t < r} (1 - q)^{t-1} + (1 - q)^{r-1} = \frac{1-(1-q)^r}{1-(1-q)} = \frac{1}{q} - \frac{(1-q)^r}{q}.
\]

\( \square \)

\(^4\) An edge is called tight if its reduced cost is zero.

\(^5\) The correctness of the algorithm can be seen as follows. The algorithm maintains properties (a), (b), and (c) and hence the current matching \( M \) is optimal in the following sense. Let \( A_m \) be the nodes in \( A \) that are matched. Then \( M \) is a maximal weight matching among the matchings that match the nodes in \( A_m \) and leave the nodes in \( A \setminus A_m \) unmatched. Indeed if \( M' \) is any such matching then \( w(M') \leq \sum_{a \in A_m} \pi(a) + \sum_{b \in B} \pi(b) = w(M) \), where the inequality follows from (a) and (c) and the equality follows from (b) and (c).
Table 3. Effect of the pruning heuristic. LEDA stands for LEDA’s bipartite matching algorithm (up to version LEDA-4.2) as described in [4, Sec. 7.8] and MS stands for a modified implementation with the pruning heuristic. We created random graphs with n nodes on each side of the bipartition and cn edges inbetween. The running time is stated in CPU-seconds and is an average of 10 trials.

<table>
<thead>
<tr>
<th>n</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>2</td>
<td>24.14</td>
<td>8.84</td>
<td>3</td>
<td>31.56</td>
<td>6.09</td>
<td>4</td>
<td>34.64</td>
<td>4.17</td>
</tr>
<tr>
<td>20000</td>
<td>2</td>
<td>83.95</td>
<td>30.77</td>
<td>3</td>
<td>113.14</td>
<td>21.73</td>
<td>4</td>
<td>125.60</td>
<td>13.94</td>
</tr>
<tr>
<td>40000</td>
<td>2</td>
<td>300.38</td>
<td>107.40</td>
<td>3</td>
<td>426.43</td>
<td>75.12</td>
<td>4</td>
<td>477.63</td>
<td>44.91</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10000</td>
<td>2</td>
<td>1.20</td>
<td>0.88</td>
<td>3</td>
<td>4.94</td>
<td>2.47</td>
<td>4</td>
<td>15.07</td>
<td>6.41</td>
</tr>
<tr>
<td>20000</td>
<td>2</td>
<td>2.61</td>
<td>1.86</td>
<td>3</td>
<td>10.35</td>
<td>5.09</td>
<td>4</td>
<td>35.76</td>
<td>14.34</td>
</tr>
<tr>
<td>40000</td>
<td>2</td>
<td>6.08</td>
<td>4.17</td>
<td>3</td>
<td>23.85</td>
<td>11.51</td>
<td>4</td>
<td>84.57</td>
<td>33.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
<th>c</th>
<th>LEDA</th>
<th>MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>20000</td>
<td>2</td>
<td>26.27</td>
<td>19.15</td>
<td>3</td>
<td>46.13</td>
<td>27.02</td>
<td>4</td>
<td>62.45</td>
<td>30.24</td>
</tr>
<tr>
<td>40000</td>
<td>2</td>
<td>86.32</td>
<td>59.10</td>
<td>3</td>
<td>155.98</td>
<td>86.65</td>
<td>4</td>
<td>166.04</td>
<td>92.63</td>
</tr>
</tbody>
</table>

B Proof of Lemma 2

Proof (Lemma 2). In the standard scheme every node that is reached by the search is inserted into the queue. If we remove a total of t elements from the queue, the edges out of t − 1 elements are scanned. A node v, v ≠ s, is not reached if none of these t − 1 nodes has an edge into v. The probability for this to happen is (1 − p)^t−1 and hence the expected number E[IS | T = t] of nodes reached is n − (n − 1)(1 − p)^t−1. This is also the number of insertions into the queue under the standard scheme.

If R and f are large, we have

\[
\begin{align*}
E[IS | R \text{ and } f \text{ are large}] & = \sum_{t=1}^{R} E[IS | T = t \text{ and } R \text{ and } f \text{ are large}] \Pr(T = t | R \text{ and } f \text{ are large}) \\
& = \sum_{t\geq 1} (n - (n - 1)(1 - p)^{t-1}) (1 - q)^{t-1}q + (n - (n - 1)(1 - p)^{R-1}) (1 - q)^{R-1} \\
& - \sum_{t \geq R} (n - (n - 1)(1 - p)^{t-1}) (1 - q)^{t-1}q \\
& = \sum_{t \geq 1} (n - (n - 1)(1 - p)^{t-1}) (1 - q)^{t-1}q + o(1) \\
& = n - q(n-1) \sum_{t \geq 0} (1 - q)^t(1 - p)^t + o(1) = n - q(n-1) \frac{1}{1 - (1 - p)(1 - q)} + o(1) \\
& = n - 1 - (n - 1) p - q - pq + 1 + o(1) = (n - 1) \frac{p - pq}{p + q - pq} + 1 + o(1) \\
& \approx \frac{c(1-q)}{q+1} + \frac{(1-q)c/n}{q+1} + 1 + o(1) \approx \frac{c}{q} - c + 1 + o(1).
\end{align*}
\]

\[\Box\]
The final approximation is valid if \( c/n \ll q \). The approximation makes sense intuitively. We relax the edges out of \( 1/q - 1 \) nodes and hence relax about \( c \) times as many edges. There is hardly any sharing of targets between these edges, if \( n \) is large. We conclude that the number of insertions into the queue is \( \frac{c}{q} - c + 1 \).

## C Estimation of \( E[\text{INRR} | E_l] \)

We have:

\[
E[\text{INRR} | E_l] \leq \sum_{1 \leq i \leq l} \sum_{0 \leq k < i} \binom{i-1}{k} q^k (1 - q)^{i-k} \frac{1}{k+1} \\
= \sum_{1 \leq i \leq l} \frac{1}{iq} \sum_{0 \leq k < i} \binom{i}{k} q^k (1 - q)^{i-k+1} = \sum_{1 \leq i \leq l} \frac{1}{iq} \sum_{1 \leq k \leq i} \binom{i}{k} q^k (1 - q)^{i-k} \\
= \sum_{1 \leq i \leq l} \frac{1}{iq} (1 - (1 - q)^i),
\]

where the first equality follows from \( \binom{i-1}{k} \frac{1}{k+1} = \frac{1}{i} \binom{i}{k+1} \). The final formula can also be interpreted intuitively. There are about \( iq \) free nodes preceding \( v_i \) and hence \( v_i \) is inserted with probability about \( 1/(iq) \).

In order to estimate the final sum we split the sum at a yet to be determined index \( i_0 \). For \( i < i_0 \), we estimate \( (1 - (1 - q)^i) \leq iq \), and for \( i \geq i_0 \), we use \( (1 - (1 - q)^i) \leq 1 \). We obtain

\[
E[\text{INRR} | E_l] \leq i_0 + \frac{1}{q} \sum_{i_0 \leq i \leq l} \frac{1}{i} \approx i_0 + \frac{1}{q} \ln \frac{l}{i_0}.
\]

For \( i_0 = 1/q \) (which minimizes the final expression\(^6\)) we have

\[
E[\text{INRR} | E_l] \leq \frac{1}{q} \cdot (1 + \ln(lq)).
\]

### References
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Abstract. Real algebraic expressions are expressions whose leaves are integers and whose internal nodes are additions, subtractions, multiplications, divisions, $k$-th root operations for integral $k$, and taking roots of polynomials whose coefficients are given by the values of subexpressions. We consider the sign computation of real algebraic expressions, a task vital for the implementation of geometric algorithms. We prove a new separation bound for real algebraic expressions and compare it analytically and experimentally with previous bounds. The bound is used in the sign test of the number type leda_real.

1 Introduction

Real algebraic expressions are expressions whose leaves are integers and whose internal nodes are additions, subtractions, multiplications, divisions, $k$-th root operations for integral $k$, and taking roots of polynomials whose coefficients are given by the values of subexpressions; the exact definition is given below. Examples are $\sqrt{17} + \sqrt{21} - \sqrt{17 + \sqrt{21} + 2\sqrt{357}}$ and $\frac{17+\sqrt{21}}{19} - \frac{18+\sqrt{22}}{20}$. We consider the sign computation of real algebraic expressions.

Our main motivation is the implementation of geometric algorithms. The evaluation of geometric predicates, such as the incircle or the side-of predicate, amounts to the computation of the sign of an expression. Non-linear objects (circles, ellipses, ...) lead to expressions involving roots and hence an efficient method for computing signs of algebraic expressions is an essential basis for the robust implementation of geometric algorithms dealing with non-linear objects.

The separation bound approach is the most successful approach to sign computation; it is, for example, used in the number type leda_real [4] and the number type Expr of the CORE package [7]. A separation bound is an easily computable function sep mapping expressions into positive real numbers such that the value $\xi$ of any non-zero expression $E$ is lower bounded by $\text{sep}(E)$, i.e., either $\xi = 0$ or $|\xi| \geq \text{sep}(E)$. Separation bounds allow one to determine the sign of an expression by numerical computation. An error bound $\Delta$ is initialized to some positive value, say $\Delta = 1$, and an approximation $\tilde{\xi}$ of $\xi$ with $|\xi - \tilde{\xi}| \leq \Delta$ is computed using approximate arithmetic, say floating point

* Partially supported by ESPRIT LTR project (Effective Computational Geometry for Curves and Surfaces).
arithmetic with arbitrary-length mantissa. If $|\xi| > \Delta$, the sign of $\xi$ is equal to the sign of $\tilde{\xi}$. Otherwise, $|\tilde{\xi}| \leq \Delta$ and hence $|\xi| < 2\Delta$. If $2\Delta \leq \text{sep}(E)$, we have $\xi = 0$. If $2\Delta > \text{sep}(E)$, we halve $\Delta$ and repeat. The worst case complexity of the procedure just outlined is determined by the separation bound; $\log(1/\text{sep}(E))$ determines the maximal precision needed for the computation of $\tilde{\xi}$ and we refer to $\log(1/\text{sep}(E))$ as the bit bound. If $\xi \neq 0$, the actual precisions required is $\log \xi$ and hence “easy sign tests” are much faster than the worst case. This feature distinguishes the separation bound approach to sign computation from approaches that explicitly compute a defining polynomial.

Separation bounds have been studied extensively in computer algebra [5,10,15,11,17], as well as in computational geometry [3,2,16,9,13]. We prove a new separation bound for the following class of real algebraic expressions. The value of a real algebraic expression is either a real algebraic number or undefined (at the end of Section 8 we show how to test whether the value of an expression is defined).

(1) Any integer $v$ is a real algebraic expression. The integer is also its value.

(2) If $E_1$ and $E_2$ are real algebraic expressions, so are $E_1 + E_2$, $E_1 - E_2$, $E_1 \cdot E_2$, $E_1 / E_2$, and $\sqrt[k]{E_1}$, where $k \geq 2$ is an integer. The value of $\sqrt[k]{E_1}$ is undefined if $k$ is even and the value of $E_1$ is negative. The value of $E_1 / E_2$ is undefined, if the value of $E_2$ is zero. The value of $E_1 \circ \operatorname{op} \ E_2$ or $\sqrt[k]{E_1}$ is undefined, if the value of $E_1$ or the value of $E_2$ is undefined. Otherwise the value of $E_1 + E_2$, $E_1 - E_2$, $E_1 \cdot E_2$, and $E_1 / E_2$ is the sum, the difference, the product and the quotient of the values of $E_1$ and $E_2$ respectively and the value of $\sqrt[k]{E_1}$ is the $k$-th root of the value of $E_1$.

(3) If $E_d$, $E_{d-1}$, \ldots, $E_1$, $E_0$ are real algebraic expressions and $j$ is a positive integer with $0 \leq j < d$, then $\circ(j, E_d, E_{d-1}, \ldots, E_1, E_0)$ is an expression. If the values of the $E_i$ are defined and $\xi_i$ is the value of $E_i$, the value of the expression is the $j$-th smallest real root of the polynomial $\xi_d X^d + \xi_{d-1} X^{d-1} + \ldots + \xi_0$, if the polynomial has at least $j$ real roots. Otherwise, the value is undefined.

Below, expression always means real algebraic expression. An expression is given as a directed acyclic graph (dag) whose source nodes are labeled by the operands and whose internal nodes are labeled by operators. We call an expression simple if only items (1) and (2) are used in its definition and we call it simple and division-free if, in addition, no division operator occurs in the expression.

The starting point for the present work is the bound given by Burnikel et al. [2] for simple expressions. We refer to this bound as the BFMS bound in the sequel.

**Lemma 1 (2).** Let $E$ be an expression with integral operands and operations $\pm$, $\cdot$, $\circ$, $\sqrt[k]{\;}$ for integral $k \geq 2$. Let $\xi$ be the value of $E$, let the weight $D(E)$ of $E$ be the product of the indices (the index of a $\sqrt[k]{\;}$ operation is $k$) of the radical operations in $E$, and let $u(E)$ and $l(E)$ be defined inductively on the structure of $E$ by the rules shown in the table below.

<table>
<thead>
<tr>
<th>$E$</th>
<th>$u(E)$</th>
<th>$l(E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>integer $N$</td>
<td>$</td>
<td>N</td>
</tr>
<tr>
<td>$E_1 \pm E_2$</td>
<td>$u(E_1) \cdot l(E_2) + l(E_1) \cdot u(E_2)$</td>
<td>$l(E_1) \cdot l(E_2)$</td>
</tr>
<tr>
<td>$E_1 \cdot E_2$</td>
<td>$u(E_1) \cdot u(E_2)$</td>
<td>$l(E_1) \cdot l(E_2)$</td>
</tr>
<tr>
<td>$E_1 / E_2$</td>
<td>$u(E_1) \cdot l(E_2)$</td>
<td>$l(E_1) \cdot u(E_2)$</td>
</tr>
<tr>
<td>$\sqrt[k]{E_1}$</td>
<td>$\sqrt[k]{u(E_1)}$</td>
<td>$\sqrt[k]{l(E_1)}$</td>
</tr>
</tbody>
</table>
Then \( \xi = 0 \) or \( \left( l(E)u(E)^{D(E)^2 - 1} \right)^{-1} \leq |\xi| \leq u(E)l(E)^{D(E)^2 - 1}. \) If \( E \) is division-free, \( l(E) = 1, \) and the above bound holds with \( D(E)^2 \) replaced by \( D(E) \).

Observe the difference between the division-free case and the general case. For simple division-free expressions, the BFMS-bound is the best bound known. Expressions with divisions arise naturally in geometric applications. Inputs to expressions are frequently fractions and, e.g., normalizing a line equation amounts to a division. For expressions with divisions, the BFMS-bound is much weaker than for expressions without divisions. We give an example. Consider the expression

\[
\frac{2}{10} \left(\frac{8}{2} - 1\right) - 2^{6} - 1.
\]

If \( E \) is division-free, \( l(E) = 1, \) and the above bound holds with \( D(E)^2 \) replaced by \( D(E) \). Here \( u(E) \approx 2^{10}, l(E) = 1 \) and \( D(E) = 8 \). So the BFMS bound is \( 2^{-10 - 63} = 2^{-630} \), since \( E \) is not division-free and hence the dependence (of the logarithm of the bound) on \( D \) is quadratic. Without the final redundant division, the expression is division-free and the bound becomes \( 2^{-10 - 7} = 2^{-70} \). Our new bound handles divisions much better and also applies to a wider class of expressions than the BFMS bound.

This paper is structured as follows. In Section 2 we review the proof of the BFMS bound and motivate our new way of dealing with divisions. In Section 3 we prove our main theorem, a separation bound for expressions defined by (1), (2), and (3). In Sections 4 and 5 we compare our bound analytically and experimentally to previous bounds.

## 2 A Review of the BFMS Bound

An algebraic integer is the root of a polynomial with integer coefficients and leading coefficient one. The following three Lemmas were already used in [2] and [9].

**Lemma 2.** Let \( \alpha \) be an algebraic integer and let \( \deg(\alpha) \) be the algebraic degree of \( \alpha \). If \( U \) is an upper bound on the absolute value of all conjugates of \( \alpha \), then \(|\alpha| \geq U^{1 - \deg(\alpha)}\).

**Proof.** The proof is simple. Let \( d \) be the degree of \( \alpha \) and let \( \alpha_1 = \alpha, \alpha_2, \ldots, \alpha_d \) be the conjugates of \( \alpha \). The product of the conjugates is equal to the constant coefficient of the defining polynomial and hence in \( \mathbb{Z} \). Thus \(|\alpha| \cdot U^{d-1} \geq 1.\)

**Lemma 3 ([6,8] or [2, Theorem 4]).** Let \( \alpha \) and \( \beta \) be algebraic integers. Then \( \alpha \pm \beta, \alpha \beta \) and \( \sqrt[\beta]{\alpha} \) are algebraic integers.

We also need to cover item (3) in the definition of algebraic expressions.

**Lemma 4.** Let \( \varphi \) be the root of a monic polynomial \( P(X) = X^n + \alpha_{n-1}X^{n-1} + \cdots + \alpha_0 \) of degree \( n \) where the coefficients \( \alpha_{n-1}, \ldots, \alpha_0 \) are algebraic integers. Then \( \varphi \) is an algebraic integer.

**Proof.** This fact is well-known, a proof can, for example, be found in [14, Theorem 2.4]. We include a proof for completeness. The proof uses an argument similar to the proof of Lemma 3. Let \( \alpha_j^{(i_j)}, 1 \leq i_j \leq \deg(\alpha_j), \) be the conjugates of \( \alpha_j \) for \( 0 \leq j \leq n - 1 \) and let \( \hat{\alpha}_j \) be the vector formed by the conjugates of \( \alpha_j \). Consider the polynomial

\[
Q(X) = \prod_{i_0} \prod_{i_1} \cdots \prod_{i_{n-1}} (X^n + \alpha_{n-1}^{(i_{n-1})}X^{n-1} + \alpha_{n-2}^{(i_{n-2})}X^{n-2} + \cdots + \alpha_0^{(i_0)}).
\]
\( \rho \) is a root of \( Q(X) \) and \( Q(X) \) is symmetric in the \( \alpha_j^{(i_j)} \) for all \( j \). The theorem on elementary symmetric function implies that \( Q(X) \) is a polynomial in \( X \) and the elementary symmetric functions \( \sigma_1(\alpha_j), \ldots, \sigma_{\deg(\alpha_j)}(\alpha_j) \). The elementary symmetric function \( \sigma_l(\alpha_j) \) is the coefficient of \( X^{\deg(\alpha_j) - l} \) in the minimal polynomial of \( \alpha_j \) and hence in \( \mathbb{Z} \) (since \( \alpha_j \) is an algebraic integer). Thus \( Q(X) \) is a monic polynomial in \( \mathbb{Z}[X] \) and \( \rho \) is an algebraic integer.

**Lemma 5** ([2, Lemma 6]). Let \( \alpha \) and \( \beta \) be algebraic integers and let \( U_\alpha \) and \( U_\beta \) be upper bounds on the absolute size of the conjugates of \( \alpha \) and \( \beta \), respectively. Then \( U_\alpha + U_\beta \) is an upper bound on the absolute size of the conjugates of \( \alpha \pm \beta \), \( U_\alpha U_\beta \) is an upper bound on the absolute size of the conjugates of \( \alpha \beta \), and \( \sqrt[U_\alpha]{\alpha} \) is an upper bound on the absolute size of the conjugates of \( \sqrt[\alpha]{\alpha} \).

We also need bounds for the absolute size of roots of monic polynomials. Let \( P(X) = X^n + a_{n-1}X^{n-1} + a_{n-2}X^{n-2} + \cdots + a_0 \) be a monic polynomial with arbitrary real coefficients, not necessarily integral, and let \( \alpha \) be a root of \( P(X) \). A root bound \( \Phi \) is any function of the coefficients of \( P \) that bounds the absolute value of \( \alpha \), i.e., \( |\alpha| \leq \Phi(a_{n-1}, a_{n-2}, \ldots, a_0) \). We require that \( \Phi \) is monotone, i.e., if \( |a_i| \leq b_i \) for \( 0 \leq i \leq n-1 \), then \( \Phi(a_{n-1}, a_{n-2}, \ldots, a_0) \leq \Phi(b_{n-1}, b_{n-2}, \ldots, b_0) \).

Examples of root bounds are:

\[
\begin{align*}
|\alpha| & \leq 2 \max \left( |a_{n-1}|, \sqrt{|a_{n-2}|}, \sqrt[3]{|a_{n-3}|}, \ldots, \sqrt[n]{|a_0|} \right) \\
|\alpha| & \leq 1 + \max \left( |a_{n-1}|, |a_{n-2}|, \ldots, |a_0| \right) \\
|\alpha| & \leq \max \left( n|a_{n-1}|, \sqrt{n|a_{n-2}|}, \sqrt[3]{n|a_{n-3}|}, \ldots, \sqrt[n]{n|a_0|} \right)
\end{align*}
\]

A proof of all bounds can be found in [17]. The first bound is called the Lagrange-Zassenhaus bound and the last two bounds are called the Cauchy bounds.

We next briefly review the proof of the BFMS bound. For a division-free simple expression \( E \) one observes that the value \( \xi \) of \( E \) is an algebraic integer (by Lemma 3) and that \( u(E) \) is an upper bound on \( \xi \) and all its conjugates (by Lemma 5). Furthermore \( D(E) \) is an upper bound for the algebraic degree of \( E \). Thus \( |\xi| \leq u(E) \) and \( |\xi| \geq 1/(u(E)^{D(E)-1}) \) by Lemma 4.

Expressions with divisions are handled by reduction to the division-free case. Let \( E \) be a simple expression and let \( \xi \) be its value. We construct a new expression dag, also with value \( \xi = \text{val}(E) \), containing only a single division. Moreover, the division is the final operation in the dag and hence \( \text{val}(E) = \text{val}(E_1)/\text{val}(E_2) \), where \( E_1 \) and \( E_2 \) are the inputs to the division. The bounds for the division free case apply to \( E_1 \) and \( E_2 \) and \( D(E_1) \) and \( D(E_2) \) are at most \( D(E)^2 \). The construction of the new dag is straightforward. For every node \( A \) in the original dag there are two nodes \( A_1 \) and \( A_2 \) in the new dag such that \( \text{val}(A) = \text{val}(A_1)/\text{val}(A_2) \). For the leaves (which stand for integers) the replacement is trivial (we take \( A_1 = A \) and \( A_2 = 1 \)) and for interior nodes we use the rules

\[
\begin{align*}
\frac{A_1 \pm B_1}{A_2} & \Rightarrow \frac{A_1 B_2 \pm A_2 B_1}{A_2 B_2}; & \frac{A_1 B_1}{A_2 B_2} & \Rightarrow \frac{A_1 A_2}{A_2} & \frac{B_1 B_2}{A_2 B_2} & \Rightarrow \frac{A_1 B_2}{A_2 B_1} & \frac{\sqrt[\lambda]{A_1}}{A_2} & \Rightarrow \frac{\sqrt[\lambda]{A_1}}{A_2}.
\end{align*}
\]

In this way, each root operation in the original dag gives rise to two root operations in the new dag. This may square the \( D \)-value of the expression.
The starting point for the present paper was a simple but powerful observation. Although the transformation rules above are natural, they are not the only way of obtaining division free expressions $E_1$ and $E_2$ with $\text{val}(E) = \text{val}(E_1)/\text{val}(E_2)$. Instead of the last rule we may also use $\sqrt[k]{\frac{A_1}{A_2}} \Rightarrow \frac{1}{k} \sqrt[1]{\frac{A_1}{A_2}^{k-1}}$ or $\frac{A_1}{\sqrt[1]{A_2^{k-1}} A_2}$. The new rule does not increase the total degree of the expression and hence $D(E_1)$ and $D(E_2)$ are at most $D(E)$. In an earlier version of the paper, we only used the first alternative of the new rule. Chee Yap (personal communication, January 2001) pointed out to us that it is advantageous to have both rules (see the proof of Lemma 6).

3 The New Bound

We derive a separation bound for the expressions defined by items (1) to (3). For items (1) and (2), we use the BFMS rules with the modification proposed in the previous paragraph.

The diamond operation allows one to take the root of a polynomial $P(X) = \alpha_d X^d + \alpha_{d-1} X^{d-1} + \cdots + \alpha_1 X + \alpha_0$ where the $\alpha_i$ are arbitrary real algebraic numbers. Every real algebraic number can be written as the quotient of two algebraic integers; this is well-known, but will be reproved below as part of the proof of our main theorem. Let $\alpha_i = \nu_i/\delta_i$ where $\nu_i$ and $\delta_i$ are algebraic integers. Then $P(X) = \frac{\nu_d}{\delta_d} X^d + \frac{\nu_{d-1}}{\delta_{d-1}} X^{d-1} + \cdots + \frac{\nu_1}{\delta_1} X + \frac{\nu_0}{\delta_0}$. Let $D = \prod \delta_i$. By multiplication with $D$ we obtain $D \cdot P(X) = (\nu_d D/\delta_d) X^d + (\nu_{d-1} D/\delta_{d-1}) X^{d-1} + \cdots + (\nu_0 D/\delta_0)$, a polynomial with algebraic integral coefficients.

We next derive a monic polynomial. To get rid of the leading coefficient $(\nu_d D/\delta_d)$, we multiply by $(\nu_d D/\delta_d)^{d-1}$ and substitute $X/(\nu_d D/\delta_d)$ for $X$. We obtain $Q(X) = D \cdot (\nu_d D/\delta_d)^{d-1} \cdot P\left(\frac{X}{\nu_d D/\delta_d}\right)$ with

$$Q(X) = X^d + (\nu_d D/\delta_d)(\nu_{d-1} D/\delta_{d-1}) X^{d-1} + \cdots + (\nu_0 D/\delta_0)^d$$

which is monic and has algebraic integer coefficients. The root bounds of Section 2 provide us with an upper bound on the size of the roots of $Q(X)$: the size of any root of $Q(X)$ is bounded by $u = \Phi((\nu_d D/\delta_d)(\nu_{d-1} D/\delta_{d-1}), \ldots, (\nu_d D/\delta_d)^d (\nu_0 D/\delta_0))$. Since the roots of $P$ are simply the roots of $Q$ divided by $\nu_d D/\delta_d$, this suggests to extend the definitions of $u$ and $l$ as follows: For an expression $E$ denoting a root of a polynomial of degree $d$ with coefficients given by $E_d, E_{d-1}, E_{d-2}, \ldots, E_0$ we define

$$u(E) = \Phi\left(\ldots, \left(u(E_d) \prod_{k \neq d} l(E_k)\right)^{d-i}, u(E_i) \prod_{k \neq i} l(E_k), \ldots\right), \quad l(E) = u(E_d) \prod_{k \neq d} l(E_k).$$

We still need to define the weight $D(E)$ of an expression. We do so in the obvious way. The weight $D(E)$ of an expression dag $E$ is the product of the weights of the nodes and leaves of the dag. Leaves and $+, -, \cdot$ and $/$-operations have weight 1, a $\sqrt[1]{\cdot}$-node has weight $k$, and a $\circ (j, E_d, \ldots)$-operation has weight $d$.

We can now state our main theorem.
Theorem 1. Let $E$ be an expression with integer operands and operations $+,-,\cdot,\sqrt[\gamma]{\cdot}$ for integral $k$ and $\circ(j, \ldots)$ operations and let $D(E)$ be the weight of $E$. Let $\xi$ be the value of $E$. Let $u(E)$ and $l(E)$ be defined inductively on the structure of $E$ according to the following rules:

<table>
<thead>
<tr>
<th>$E$</th>
<th>$u(E)$</th>
<th>$l(E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>integer $N$</td>
<td>$</td>
<td>N</td>
</tr>
<tr>
<td>$E_1 \pm E_2$</td>
<td>$u(E_1) \cdot l(E_2) + l(E_1) \cdot u(E_2)$</td>
<td>$l(E_1) \cdot l(E_2)$</td>
</tr>
<tr>
<td>$E_1 \cdot E_2$</td>
<td>$u(E_1) \cdot u(E_2)$</td>
<td>$l(E_1) \cdot l(E_2)$</td>
</tr>
<tr>
<td>$E_1 / E_2$</td>
<td>$u(E_1) / l(E_2)$</td>
<td>$l(E_1) / u(E_2)$</td>
</tr>
<tr>
<td>$\sqrt[k]{E_1}$ and $u(E_1) \geq l(E_1)$</td>
<td>$\sqrt[k]{u(E_1)} l(E_1)^{k-1}$</td>
<td>$\sqrt[k]{l(E_1)} l(E_1)$</td>
</tr>
<tr>
<td>$\circ(j, E_d, \ldots, E_0)$</td>
<td>$\Phi(\ldots, (l(E)^{d-i} u(E_i) \prod_{k \neq i} l(E_k)), \ldots)$</td>
<td>$u(E_d) \prod_{k \neq d} l(E_k)$</td>
</tr>
</tbody>
</table>

Then either $\xi = 0$ or $(l(E)u(E))^{D(E)-1}^{-1} \leq |\xi| \leq u(E)l(E)^{D(E)-1}$.

Proof. We show that the rules for $u$ and $l$ keep the invariant that there are algebraic integers $\beta$ and $\gamma$ such that $\xi = \beta / \gamma$ and $u(E)$ is an upper bound on the absolute size of the conjugates of $\beta$ and $l(E)$ is an upper bound on the absolute size of the conjugates of $\gamma$.

We prove this by induction on the structure of $E$. The base case is trivial. If $E$ is an integer $N$, we take $\beta = N$ and $\alpha = 1$; $\beta$ is the root of the polynomial $X - N$ and $\alpha$ is a root of $X - 1$.

Now let $E = E_1 \pm E_2$. By induction hypothesis we have $\xi_j = \beta_j / \gamma_j$ for $j = 1, 2$. We set $\beta = \beta_1 \beta_2 \pm \beta_2 \gamma_1$ and $\gamma = \gamma_1 \gamma_2$. Since algebraic integers are closed under additions, subtractions and multiplications, $\beta$ and $\gamma$ are algebraic integers. By Lemma 5, $u(E) = u(E_1) \cdot l(E_2) + l(E_1) \cdot u(E_2)$ is an upper bound on the absolute size of the conjugates of $\beta$. Similarly, $l(E)$ is an upper bound on the absolute size of the conjugates of $\gamma$.

If $E = E_1 \cdot E_2$, we set $\beta = \beta_1 \beta_2$ and $\gamma = \gamma_1 \gamma_2$. The claim follows analogously to the previous case by Lemma 5.

If $E = E_1 / E_2$, we set $\beta = \beta_1 \gamma_2$ and $\gamma = \beta_2 \gamma_2$. Again, the claim follows by Lemma 5.

If $E = \sqrt[k]{E_1}$ and $\beta_1 \geq \gamma_1$, we set $\beta = \sqrt[k]{\beta_1 \gamma_1}^{k-1}$ and $\gamma = \gamma_1$. Since algebraic integers are closed under $\sqrt[k]{\cdot}$-operations, $\beta$ is an algebraic integer. By Lemma 5, $u(E)$ is an upper bound on the absolute size of the conjugates of $\beta$. There is nothing to show for $\gamma = \gamma_1$.

If $E = \sqrt[k]{E_1}$ and $\beta_1 < \gamma_1$, we set $\beta = \beta_1$ and $\gamma = \sqrt[k]{\beta_1}^{k-1} \gamma_1$. Since algebraic integers are closed under $\sqrt[k]{\cdot}$-operations, $\gamma$ is an algebraic integer. By Lemma 5, $l(E)$ is an upper bound on the absolute size of the conjugates of $\gamma$. There is nothing to show for $\beta = \beta_1$.

Finally, let $E$ be defined by a $\circ(j, E_d, \ldots, E_0)$-operation. We set

$$\beta = \circ(j, 1, \beta_{d-1} \gamma_{d-2} \cdots \gamma_0, \gamma \beta_{d-2} \gamma_{d-1} \gamma_{d-3} \cdots \gamma_0, \ldots, \gamma^{n-1} \gamma \gamma_{d-1} \gamma_{d-2} \cdots \gamma_1 \beta_0)$$

and $\gamma = \beta_d \gamma_{d-1} \gamma_{d-2} \cdots \gamma_0$. By the discussion preceding the statement of our main theorem, $\xi = \beta / \gamma$, $\beta$ and $\gamma$ are algebraic integers, $l(E)$ is an upper bound on the
absolute size of the conjugates of $\gamma$, and $u(E)$ is an upper bound on the absolute value of the conjugates of $\beta$. This completes the induction step.

Rewriting $\xi$ as $\beta/\gamma$ corresponds to a restructuring of the expression dag defining $E$ into an expression dag $E'$ with a single division-operation. We have $D(E') = D(E)$.

We still need to argue that $D(E)$ is an upper bound on the algebraic degree of $\beta$. This follows from the fact that every operation leads to a field extensions whose degree is bounded by the weight of the operation.

We now have collected all ingredients to bound the absolute value of $\xi$ from below. If $\xi \neq 0$, we have $\beta \neq 0$. The absolute value of $\beta$ and all its conjugates is bounded by $u(E)$. Thus $|\beta| \geq \frac{1}{u(E)^{\deg(\beta)-1}}$ by Lemma 2. Also $|\gamma| \leq l(E)$. Thus

$$|\xi| = \frac{\beta}{\gamma} \geq \frac{1}{u(E)^{\deg(\beta)-1}} \cdot \frac{1}{l(E)} \geq \frac{1}{u(E)^{D(E)-1} \cdot l(E)}.$$  

The value of an algebraic expression may be undefined. Divisions by zero and taking a root of even degree of a negative number are easily caught by the sign test. We next argue that the sign test also allows us to test whether the diamond-operation is well defined. For this matter, we need to determine the number of zeros of a polynomial. Sturm sequences, see [11, chapter 5] or [17, Chapter 7] are the appropriate tool. The computation of Sturm sequences amounts to a gcd computation between a polynomial and its derivative. Our sign test is sufficient to implement a gcd computation.

4 Comparison to Other Constructive Root Bounds

We compare our new bound to previous root bounds provided by Mignotte [11], Canny [5], Dubé/Yap [13], BFMS [2,13], Scheinermann [15], Li/Yap [9]. We refer to the bound presented in this paper as BFMSS. Root bounds can be compared along two axes: according to the class of expressions to which they apply and according to their value.

The bounds by Mignotte, Dubé/Yap and Scheinerman apply to division-free simple expressions, BFMS applies to simple expressions. The bounds in [9] and [13] apply to expressions defined by items (1) to (3) with the restriction that the $E_d$ to $E_0$ in (3) must be integers. Canny’s bound is most general. It applies to algebraic numbers defined by systems of multi-variate polynomial equations with integer coefficients.

We next discuss the quality of the bounds. In [2,9] it was already shown that the BFMS-bound it never worse than the bounds by Mignotte, Canny, Dubé/Yap, and Scheinermann. In [9] it was also shown that the BFMS bound and the Li/Yap bound are incomparable.

Lemma 6 (C. Yap, personal communication). Let $E$ be an arbitrary simple expression, let $u$ and $l$ be defined as in the original BFMS-bound, let $u'$ and $l'$ be defined as in Theorem 7 and let $D = D(E)$ be the degree bound of $E$. Then

$$l(E)u(E)^{D^2-1} \geq l'(E)u'(E)^{D-1},$$

i.e., the improved bound is always as least as strong as the orginal BFMS-bound.
Proof. We show \( u(E) / l(E) = u'(E) / l'(E) \) and \( u'(E) \leq u(E)^{D(E)} \) and \( l'(E) \leq l(E)^{D(E)} \) by induction on the structure of \( E \). Assume that these relations hold. Then

\[
l(E)u(E)^{D-1} = \frac{l(E)}{u(E)} (u(E)^D) D \geq \frac{l'(E)}{u'(E)} u'(E)^D = l'(E)u'(E)^{D-1}
\]

and we are done.

The proof of the equality is a simple induction on the structure of \( E \). The base case is clear. In the inductive step we write \( u_1 \) instead of \( u(E_1) \) and similarly for \( E_2, l, u' \) and \( l' \). If \( E = E_1 + E_2 \), we have \( u(E) / l(E) = u_1 l_2 + u_2 l_1 = \frac{u_1 l_1}{l_2} + \frac{u_2 l_2}{l_1} = \frac{u'}{l'} E \). Multiplication and division are handled similarly. If \( E = \sqrt{E_1} \), we have (assuming \( u_1' \geq l_1' \), the case \( u_1' < l_1' \) is handled similarly) \( u(E) = \frac{\sqrt{k}(\sqrt{k})}{\sqrt{k}} = \sqrt{k} \frac{u_1 l_1}{l_1} = \sqrt{k} \frac{u_1'}{l_1'} = \frac{u'(E)}{l'(E)} \).

For the inequalities we have to work slightly harder. The base case is again clear; observe that \( D = 1 \) in the base case. It is also clear that \( u(E) \geq 1 \) (or \( u(E) = 0 \)) and \( l(E) \geq 1 \) for all \( E \). If \( E = E_1 \pm E_2 \), we have (using \( D \geq D_1 \) and \( D \geq D_2 \))

\[
u(E)^D = (u_1 l_2 + u_2 l_1)^D \geq (u_1 l_2)^D + (u_2 l_1)^D \geq u_1 l_1^D l_2^D + u_2 l_2^D l_1^D \geq u_1' l_2^D + u_2' l_1^D = u'(E)\]

and \( l(E)^D = (l_1 l_2)^D \geq l_1^D l_2^D \geq l_1' l_2' = l'(E) \). Multiplication and division are handled similarly. If \( E = \sqrt{E_1} \), we have \( D(E_1) = D(E)/k \) and hence (assuming \( u_1' \geq l_1' \), the case \( u_1' < l_1' \) is handled similarly) \( u(E)^D = u_1^{D/k} = u_1^D \geq u_1' \geq \sqrt[k]{u_1'(l_1')^{k-1}} = u'(E) \) and \( l(E)^D = l_1^{D/k} = l_1^D \geq l_1' = l'(E) \).

We next show that the new bound can be significantly better than the old bound. Consider the expression \( F = \sqrt[k]{x/a} \) and \( E = F - F \) where \( x \) is a \( c k \)-bit integer for some constant \( c \) and \( a \) is a \( d \)-bit integer for some constant \( d \). Then \( D(E) = k \). We evaluate both bounds as functions of \( k \).

For the BFMS-bound we have \( \log u(F) = (1/k)ck = c, \log l(F) = d/k \), \( \log u(E) = 1 + c + d/k \), \( \log l(E) = 2d/k \) and hence the BFMS bit bound is \((k^2 - 1) \log u(E) + \log l(E) = \Theta(k^2)\).

For the BFMS bound we have \( \log u(F) = (1/k)(ck + d) = c + d/k, \log l(F) = d, \log u(E) = 1 + c + d/k + d \), \( \log l(E) = 2d \) and hence the BFMS bound is \((k - 1) \log u(E) + \log l(E) = \Theta(k)\).

It remains to compare the BFMS and the Li/Yap bound. For division-free simple expressions, the bounds are identical. For expressions with divisions, the bounds are incomparable.

We start with an example, where the BFMS bound is significantly better. Let \( E_0 = 17/3 \), let \( F_i = \sqrt{E_{i-1}} \) and \( E_i = F_i + F_i \) for \( 1 \leq i \leq k \), and let \( E = E_k - E_k \).

Then \( \deg(E_i) = \deg(F_i) = 2^i \). We evaluate both bounds as functions of \( k \).

For the BFMS bound, we have \( \log u(E_0) = \log 17, \log l(E_0) = \log 3, \log l(F_i) = \log (E_{i-1}), \log u(F_i) = \frac{1}{2} \log u(E_{i-1}) + \log l(E_{i-1}) \), \( \log l(E_i) = 2 \log l(F_i) = 2^i \log 3, \log u(E_i) = 1 + \log u(F_i) + \log l(F_i) = 1 + \frac{1}{2} \log u(E_{i-1}) + \frac{3}{2} 2^{i-1} \log 3 \leq 2 + 2^{-1} \log 17 + 2^{i-1} \log 3 \) and hence \( \log u(E) = 1 + \log u(E_k) + \log l(E_k) \leq 3 + 4 \cdot 2^k \)

and \( \log l(E) = 2 \log l(E_k) \leq 4 \cdot 2^k \). We conclude that the BFMS bit bound is equal to

\( 4 \cdot 2^k \).
\[(2^k - 1)(3 + 4 \cdot 2^k) + 4 \cdot 2^k = \Theta(4^k).\] Increasing \(k\) by one, quadruples the numbers of bits.

The Li/Yap bound involves the lead coefficient of the minimal polynomial and is at least the logarithm of the lead coefficient. Li and Yap compute the following estimates for the lead coefficients. Let \(d_i = D(E_i) = D(F_i) = 2^i\). Then \(\log l(E_0) = \log 3 \geq 1\), \(\log l(F_i) = \log l(E_{i-1})\), \(\log l(E_i) = 2 \cdot d_i \cdot \log l(F_i) = 2 \cdot 2^i \log l(E_{i-1}) = 2^i \prod_{1 \leq j \leq i} 2^j \cdot \log 3 \geq 2^{(i+3)/2}\), \(\log l(E) = 2 \cdot 2^k \log l(E_k)\) and hence the Li-Yap bit bound is \(\Omega(2^k)\). Increasing \(n\) by one multiplies the required number of bits by more than \(2^k\).

We next give an example where the Li/Yap bound is better. We start with the fraction \(17/3\), square \(k\) times and then take roots \(k\) times. The weight of the expression is \(2^k\) and \(\log u(E) \geq 2^k\). The BFMSS bit bound is therefore at least \(\Omega(4^k)\). On the other hand, the Li/Yap bound is \(O(2^k)\).

An implementation should compute the Li/Yap and BFMSS bounds and use the better of the bounds.

### 5 Experimental Evaluation

The separation bound approach to sign determination of algebraic numbers is used in the number types \texttt{real} of LEDA \cite{12} and \texttt{Expr} of CORE \cite{7}. We report about the improvements in running time due to the new separation bounds and due to a recent reimplementation of \texttt{leda\_real}. We also compare CORE and \texttt{leda\_real}.

All tests are based on LEDA 4.2.1 with the most recent arithmetic module incorporated. For the tests with the CORE library we used CORE v1.3 available from \cite{9}; it uses the Li/Yap-bound. All benchmarks are performed on a Sun Ultra 5 with 333 MHz, 128 MB RAM, running Solaris 2.7. We used g++ 2.95.2.1 as a compiler, times are always stated in seconds.

We briefly review the implementation of \texttt{leda\_real}, a detailed description is available in \cite{4}. The number type supports the sign determination of simple algebraic expressions. Expressions are represented by their expression dag \(G(E)\). The input values of \(E\) are contained in the leaves of the dag, every inner node corresponds to an arithmetical operation, and the root corresponds to \(E\).

When the sign of an algebraic number \(E\) needs to be determined, the datatype first computes a separation bound \(q_E\). Using \texttt{leda\_bigfloat} arithmetic (= floating-point numbers with exponent and mantissa of arbitrary length), the datatype computes successively intervals of decreasing length that include \(E\), until the interval does not contain zero or the length of the interval is less than \(q_E\).

Several shortcuts are used to speed up the computation of the sign. First, a double approximation \(\tilde{E}\) and an error bound \(\text{err}\) such that \(|E - \tilde{E}| \leq \text{err}\) is stored with every node of the expression dag. As long as the double approximation \(\tilde{E}\) is known to be exact, i.e. \(\text{err} = 0\), no expression graph is constructed and \(\tilde{E}\) represents \(E\).

Secondly, if the double approximation \(\tilde{E}\) suffices to determine the sign of \(E\), i.e. \(0 \notin [\tilde{E} - \text{err}, \tilde{E} + \text{err}]\), no bigfloat computation is triggered. This technique is called a floating-point filter.
In the reimplementation, we made the following improvements:

1. the separation bound is the better of the Li/Yap and the BFMSS bound.
2. the implementation of the underlying bigfloat arithmetic has been improved; at the beginning it was based on number type \texttt{leda\_integer} for integer numbers of arbitrary size, now it directly operates on vectors of \texttt{long} integers.
3. memory management within the \texttt{real} datatype has been improved; in particular, space for the bigfloat approximations is now only allocated if bigfloat computation is necessary for a sign determination.
4. the built-in floating-point filters have been improved, both with respect to running time as well as precision.

Overall, the efficiency has improved for ‘easy instances’ (i.e. instances that do not need the bigfloat computation) due to improved floating-point filter techniques as well as for ‘difficult instances’ due to the improved separation bounds and bigfloat implementation.

We turn to our experiments. The source code of all experiments is available at http://www.mpi-sb.mpg.de/~funke/SepBoundESA01.html. Many of the experiments make use of \(L\)-bit random integers. We generated them outside the \texttt{leda\_real} number type and used them as inputs for our expressions.

(1) The first test is a simple check of a binomial expression. Let \(x = \frac{a}{b}\), \(y = \frac{c}{d}\) where \(a\), \(b\), \(c\), and \(d\) are \(L\)-bit integers and let \(E = (\sqrt{x} + \sqrt{y}) - \sqrt{x + y + 2\sqrt{xy}}\). For the old BFMS-bound we get \(sep_{BFMS} = 160L + 381\), for our improved bound \(sep_{improv} = 96L + 64\), whereas the LiYap-bound gives \(sep_{LiYap} = 28L + 60\). This is of course reflected in the running times in Table 1, left half.

<table>
<thead>
<tr>
<th>(L)</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>800</th>
<th>1600</th>
<th>5000</th>
<th>10000</th>
<th>20000</th>
<th>40000</th>
<th>80000</th>
<th>16000</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFMS</td>
<td>0.04</td>
<td>0.10</td>
<td>0.27</td>
<td>0.77</td>
<td>2.21</td>
<td>6.55</td>
<td>20.73</td>
<td>0.01</td>
<td>0.03</td>
<td>0.08</td>
<td>0.25</td>
<td>0.72</td>
<td>2.33</td>
</tr>
<tr>
<td>Improv</td>
<td>0.01</td>
<td>0.04</td>
<td>0.10</td>
<td>0.27</td>
<td>0.77</td>
<td>2.26</td>
<td>7.07</td>
<td>0.01</td>
<td>0.03</td>
<td>0.08</td>
<td>0.24</td>
<td>0.73</td>
<td>2.32</td>
</tr>
<tr>
<td>LiYAP</td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0.11</td>
<td>0.29</td>
<td>0.91</td>
<td>0.36</td>
<td>1.05</td>
<td>3.17</td>
<td>9.47</td>
<td>28.5</td>
<td>85.6</td>
</tr>
</tbody>
</table>

(2) Let \(x\) and \(y\) be \(L\)-bit integers, \(C = (\sqrt{x} - \sqrt{y})/(x - y)\) and \(E = C - C\). For both our old and improved bound we get \(sep_{BFMS} = sep_{improv} = 6L + 64\), whereas the LiYap-bound gives \(sep_{LiYap} = 65L + 91\). See Table 1, right half.

We now turn to examples for which we have already proved differing asymptotic behaviour of the bounds in Section 4.

(3) First consider \(F = \sqrt[3]{x}/y\) and \(E = F - F\) where \(x\) is a 100\(k\)-bit integer and \(y\) a 32-bit integer. The BFMS bound is \(\Theta(k^3)\), whereas the new bound is \(\Theta(k)\). The Li/Yap bound is also \(\Theta(k)\) and even better than our new bound.

The running time of multiplication, division, and the root operation for \(L\)-bit numbers in \texttt{leda\_bigfloat} is \(L^{\log 3}\). Doubling \(k\) in case of the BFMS bound quadruples the separation bound and hence multiplies the running time by about \(9^2\), whereas in case of the improved bound, the separation bound doubles and the running time roughly triples. See Table 2, left half, for the results.

\(^2\) As machines get slower as they use more memory, we see a factor of slightly more than 9.
Table 2. Running times and separation bounds for experiments (3) and (4)

<table>
<thead>
<tr>
<th>k</th>
<th>Experiment (3)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Experiment (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BFMS time</td>
<td>BFMS bound</td>
<td>Improv. time</td>
<td>Improv. bound</td>
<td>LiYap time</td>
<td>LiYap bound</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BFMS bound</td>
<td>BFMS bound</td>
<td>Improv. time</td>
<td>Improv. bound</td>
<td>LiYap time</td>
<td>LiYap bound</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>391</td>
<td>0.01</td>
<td>214</td>
<td>150</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>0.02</td>
<td>1683</td>
<td>0.01</td>
<td>538</td>
<td>346</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>2.22</td>
<td>6751</td>
<td>0.04</td>
<td>1186</td>
<td>750</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>16</td>
<td>24.36</td>
<td>26781</td>
<td>0.11</td>
<td>2524</td>
<td>1564</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>32</td>
<td>86.6</td>
<td>106396</td>
<td>0.36</td>
<td>5179</td>
<td>3195</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>64</td>
<td>421787</td>
<td></td>
<td>10459</td>
<td>10459</td>
<td>6427</td>
<td></td>
<td>0.12</td>
</tr>
</tbody>
</table>

(4) For $E_0 = 17/3$, $F_i = \sqrt{E_{i-1}}$, $E_i = F_i + F_i$, $E = E_k - E_k$, our bounds for $E$ are $\Theta(4^k)$ (but with different constant factors), whereas the Li-Yap bound is $\Theta(2^{k^2})$. See Table 2 right half, for the results.

In the following test we compare different implementations: real(1) denotes our old implementation and real(2) the new implementation.

(5) As in our first example we take $x = a/b$, $y = c/d$, where $a, b, c, d$ are $L$-bit integers, and $E = (\sqrt{x} + \sqrt{y}) - \sqrt{x + y + 2\sqrt{xy}}$. As we can see in Table 3 the improved implementation of the LEDA real datatype already leads to a speedup of factor 4, even with the same separation bound. The new separation bound gives another speedup of factor 3. We did not expect the currently available CORE/Expr implementation that far behind, since it uses the Li-Yap bound which is superior to our bounds in this example. We neither understand why there is no difference in running time for $L = 100$ and $L = 200$, nor the change in running time when doubling the bitlength of the input values.

Table 3. Experiment (5)

<table>
<thead>
<tr>
<th>L</th>
<th>25</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>real(1) sepBFMS</td>
<td>0.12</td>
<td>0.30</td>
<td>0.98</td>
<td>2.63</td>
<td>8.48</td>
<td>23.97</td>
</tr>
<tr>
<td>real(2) sepBFMS</td>
<td>0.04</td>
<td>0.10</td>
<td>0.27</td>
<td>0.77</td>
<td>2.24</td>
<td>6.35</td>
</tr>
<tr>
<td>real(2) sepBFMS</td>
<td>0.01</td>
<td>0.04</td>
<td>0.10</td>
<td>0.27</td>
<td>0.77</td>
<td>2.26</td>
</tr>
<tr>
<td>CORE/Expr sepLiYap</td>
<td>2.32</td>
<td>15.7</td>
<td>116.9</td>
<td>116.84</td>
<td>692</td>
<td>3973</td>
</tr>
</tbody>
</table>

Table 4. Experiment (6)

<table>
<thead>
<tr>
<th>L</th>
<th>50</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>double</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>real(1)</td>
<td>1.64</td>
<td>1.65</td>
<td>194</td>
</tr>
<tr>
<td>real(2)</td>
<td>1.22</td>
<td>1.23</td>
<td>120</td>
</tr>
<tr>
<td>CORE/Expr</td>
<td>568</td>
<td>555</td>
<td>672</td>
</tr>
</tbody>
</table>

(6) The final comparison concerns easy sign tests. The following expression arises during Fortune’s sweep-line algorithm for Voronoi diagrams: $E = a + \sqrt{C} - a' + \sqrt{C'}$ where $a, a', b, b', c, c'$ are random $3L$, $6L$, and $2L$-bit integers. The root bounds do not play a role here, only the efficiency of the implementation, in particular the floating-point filters comes into play. To get meaningful results we measured the time of 200000 sign computations, see Table 4.

Clearly, pure double arithmetic is the fastest, creating the expression dag does not come without cost. But as you can see, our new implementation gains about 25% compared to the old one. The huge increase in running time for $L = 200$ can be explained by the fact that in this case, the numbers get too large to be representable by a double (remember that we create integers of length $6L$). Therefore the floating-point filters will always fail and bigfloat arithmetic has to be used. CORE does not have built-in floating-point filters so it is much slower then leda_real.
6 Conclusions

We presented a new separation bound which applies to a wide class of algebraic expressions and is easily computable. For many expressions it gives much better bounds than previous bounds resulting in significant gains in running time. We see two main challenges: (1) For algebraic numbers defined by systems of polynomials, Canny’s bound is the best bound known. Provide a better bound. (2) Our bound as well as the Li/Yap bound is very easy to compute. In the context of expensive sign computations it is worthwhile to investigate more expensive methods for computing separation bounds.
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Abstract. This paper investigates geometric problems in the context of property testing algorithms. Property testing is an emerging area in computer science in which one is aiming at verifying whether a given object has a predetermined property or is “far” from any object having the property. Although there has been some research previously done in testing geometric properties, prior works have been mostly dealing with the study of combinatorial notion of the distance defining whether an object is “far” or it is “close”; very little research has been done for geometric notion of distance measures, that is, distance measures that are based on the geometry underlying input objects.

The main objective of this work is to develop sound models to study geometric problems in the context of property testing. Comparing to the previous work in property testing, there are two novel aspects developed in this paper: geometric measures of being close to an object having the predetermined property, and the use of geometric data structures as basic primitives to design the testers. We believe that the second aspect is of special importance in the context of property testing and that the use of specialized data structures as basic primitives in the testers can be applied to other important problems in this area.

We shall discuss a number of models that in our opinion fit best geometric problems and apply them to study geometric properties for three very fundamental and representative problems in the area: testing convex position, testing map labeling, and testing clusterability.

1 Introduction

A classical problem in computer science is to verify if a given object possesses a certain property. For example, we want to determine if a boolean formula is satisfiable, or if a set of polygons in the Euclidean plane is intersection free. In its very standard formulation, the goal is to give an exact solution to the problem, that is, to provide an algorithm that always returns a correct answer. In many situation, however, this formulation is too restrictive, for example, because there is no fast (or just fast enough) algorithm that gives the exact solution. Very recently, many researchers started studying a relaxation of the “exact decision task” and consider various forms of approximation algorithms.
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for decision problems. In property testing (see, e.g., [3, 4, 7, 10, 12, 13, 14, 15, 18]), one considers the following class of problems:

Let \( C \) be a class of objects, \( D \) be an unknown object from \( C \), and \( Q \) be a fixed property of objects from \( C \). The goal is to determine (possibly probabilistically) if \( D \) has property \( Q \) or if it is far from any object in \( C \) which has property \( Q \), where distance between two objects is measured with respect to some distribution \( D \) on \( C \).

The motivation behind this notion of property testing is that while relaxing the exact decision task, we expect the testing algorithm to be significantly more efficient than any exact decision algorithm, and in many cases, we achieve this goal by exploring only a small part of the input. And so, for example, in [4] it is shown that all first order graph properties of the type \( \exists \forall \) can be tested in time independent of the input size (see also, [13], [14], [18] for some other most striking results).

In the standard context of property testing, the first general study of geometric properties appeared in [7]. In this paper the authors studied property testing for classical geometric problems like being in convex position, for disjointness of geometric objects, for Euclidean minimum spanning tree, etc. Roughly at the same time, in [3], property testing for some clustering problems has been investigated. In [10], the problem of testing if a given list of points in \( \mathbb{R}^2 \) represents a convex polygon is investigated. In all these papers, the common measure of being close to having the predetermined property was the Hamming distance. That is, for an object \( D \) from a class \( C \), a property \( Q \), and a real \( \varepsilon, 0 \leq \varepsilon \leq 1 \), we say \( D \) is \( \varepsilon \)-far from having property \( Q \), if any object \( D \) from \( C \) that has property \( Q \) has the Hamming distance at least \( \varepsilon \cdot |D| \) from \( D \). The Hamming distance is a standard measure to analyze combinatorial problems, but in the opinion of the authors, other more geometric distance measures should also be considered in the context of Computational Geometry. The reason is that this measure does not explore geometry underlying investigated problems, but only their combinatorial structure (how many “atom” objects must be modified to transform the object into one possessing the requiring property). This issue has been partly explored in the context of the metrology of geometric tolerancing [5, 6, 8, 17, 19, 20]. In this area (motivated by manufacturing processes) one considers the problems of verifying if a geometric object is within some given tolerance from having certain property \( Q \). In geometric tolerancing, the researchers have been studying among others, the “roundness property,” the “flatness property,” etc. [5, 6, 8, 17]. We emphasize, however, that there is a major difference between the notion of geometric property testing and geometric tolerancing in that in the former one allows to reject (as well as accept) any object that does not satisfy the property \( Q \), while in geometric tolerancing one should accept such an object if it is within given tolerance.

Our contribution. This paper is partly of a methodological character. The main objective of this paper is to develop proper models to study geometric problems in the context of property testing. We shall discuss a number of models that in our opinion best fit geometric problems and apply them to study geometric properties for the most fundamental problems in the area. Comparing to the previous work in property testing, in the current paper we develop two main novel ideas:
geometric measures of being close to an object having the predetermined property, and
the use of geometric data structures to develop the testers.

We discuss these two issues in details in Sections 2 and 3 while testing convex position. We demonstrate the need of geometric distance measures for geometric problems and propose three new models that in our opinion suit best to study geometric properties. We show also that the complexity measures used in standard property testing have to be modified in order to achieve something non-trivial using geometric distance measures. We propose a model of computation that uses queries for geometric primitives (in this case range queries) as its basis and discuss its use and practical justifications. Finally, we illustrate all these issues by designing property testing algorithms for convex position. Unlike in the model investigated in [7], our testing algorithms run in time either completely independent of the input size or only with a polylogarithmic dependency, and we believe that they fit much better the geometry underlying the problem of testing convex position.

In Section 4, we investigate the map labeling problem. We first show that in the classical property testing setting (that uses uniform sampling of the input points) this problem does not have fast testing algorithms. Next, we show that by using geometric queries as basic operations one can obtain very efficient testing algorithms. We present an \(\varepsilon\)-tester for map labeling that requires only \(\text{poly}(1/\varepsilon)\) range queries of the form: "What is the \(i\)-th point in the orthogonal range \(R\)?"

Then, in Section 5 we consider clustering problems in our context and provide efficient testers for clustering problems in most reasonable geometric models. The goal of a clustering problem is to partition a point set in \(\mathbb{R}^d\) into \(k\) different clusters such that the cost of each cluster is at most \(b\). We consider three different variants of the clustering problem (see, e.g., [3]): radius clustering, discrete radius clustering, and diameter clustering. We say that a set of points is \(\varepsilon\)-far from clusterable with \(k\) clusters of size \(b\), if there is no clustering into \(k\) clusters of size \((1 + \varepsilon)\) \(b\). We show that it is possible to test clusterability using \(O(k/\varepsilon^d)\) oracle range queries.

Comparing our results to those in [3], we use a more powerful oracle but we also have a more restrictive distance measure. Using our distance measure and the classical oracle from [3], it is impossible to design a sublinear property tester for this problem.

Further, we show how to use our tester to maintain (under insertion and deletion of points) an approximate \(k\)-clustering in \(\mathbb{R}^d\) of size at most \((1 + \varepsilon)\) times the optimum in time \(\text{polylog}(n)\) for any constants \(k, d,\) and \(\varepsilon\). Here, \(n\) denotes the current number of points.

## 2 Testing Convex Position

Let us first consider the classical problem of testing if a point set \(P\) in the plane is in convex position (that is, the interior of the convex hull \(\text{conv}(P)\) contains no point from \(P\), or equivalently, all points in \(P\) are extreme). Our goal is to consider a practical situation in which we allow some relaxation of the exact decision test and we consider the following type of testers:
Fig. 1. Which of the two point sets is “more convex?” In Figure (a) it is enough to delete only 3 points (those in the top right corner) to obtain a point set in convex position; in Figure (b) one has to remove much more points to do so. On the other hand, the points from Figure (a) are visually far from convex position, while points in Figure (b) look similar as they were in convex position; it is enough to perturbate them very little to obtain a point set in convex position.

If $P$ is in convex position, then the tester must accept the input.
If $P$ is “far” from convex position, then the tester “typically” rejects the input.
If $P$ is not in convex position, but it is close to being so, then the answer may be arbitrary.

In order to use this concept we must formalize some of the notions used above. First of all, we assume a tester is a possibly randomized algorithm and, following standard literature in this area, by “typically” we shall mean that the required answer is output with probability at least $\frac{2}{3}$, where the probability is over the random choices made by the tester (and thus, this lower bound of $\frac{2}{3}$ is independent of the input).

2.1 Distance Measures — Far or Close

A more subtle issue is what do we mean by saying that $P$ is “far” from convex position. We pick a parameter $\varepsilon$, $0 \leq \varepsilon \leq 1$, which will measure the quality of how “close” is $P$ to convex position In the standard terminology used in the property testing literature (see, e.g., [13,18]), one uses the following definition:

**Definition 2.1. (Hamming distance)** A point set $P$ in the Euclidean space $\mathbb{R}^d$ is $\varepsilon$-far from convex position (according to the Hamming distance), if for any subset $S \subseteq P$, $|S| \leq \varepsilon \cdot |P|$, set $P \setminus S$ is not in convex position.

We found, however, that this measure often does not correspond to notions of the distance used in geometry (see, e.g., Figure 1). It tells only about combinatorial properties of the object at hand, but it tells very little about geometry behind the object. For example, do we want to accept an $n$-point set $P$ if it contains $\frac{1}{2} \varepsilon n$ points that are very far away from the remaining points that are in convex position (as, for example, in Figure 1(a))? Or perhaps, we consider such a set $P$ as far from convex position? On the other hand, if $P$ contains an $\varepsilon$ fraction of points which make $P$ non-convex, but after a very small perturbation of these points, the obtained set will be in convex position (see, e.g., Figure 1(b)). Do we want to call such a point set $\varepsilon$-far from convex position or not?
It is clear that the distance notion is very application dependent, and in this paper we investigate various distance measures which should be of practical interest, and study basic problems from computational geometry for these distance measures.

We begin with a distance that measures how much the input points are allowed to be moved (perturbated) in order to transform them into being in convex position.

**Definition 2.2. (Perturbation measure)** A point set $P$ in the $d$-dimensional unit cube is $\varepsilon$-far from convex position (according to the Perturbation measure), if for any perturbation of points in $P$ that moves any point by distance at most $\varepsilon$, the resulting point set is not in convex position.

Because of scaling, the fact that $P$ is enclosed by the unit cube is assumed without loss of generality.

We introduce also another measure that although very similar to the Perturbation measure, will be more useful for our applications.

**Definition 2.3. (Neighborhood measure)** A point set $P$ in the $d$-dimensional unit cube is $\varepsilon$-far from convex position (according to the Neighborhood measure), if there exists a point $p \in P$ for which the $d$-dimensional ball of radius $\varepsilon$ with center at $p$ does not intersect the boundary of $\text{conv}(P)$.

The next measure is more related to the volume discrepancy of the convex hull of the input points. It differs significantly from the Perturbation and Neighborhood measures, because this measure is relative to the volume of $\text{conv}(P)$.

If a point set $P$ is in convex position, then all points in $P$ lie on the boundary of convex hull $\text{conv}(P)$ and therefore $\text{conv}(P)$ is also the maximal convex hull defined by any (non-trivial) subset of $P$ whose interior contains no point from $P$. In view of this, we may want to consider $P$ to be close to convex position, if a maximum (with respect to the volume) convex hull defined by a subset of $P$ that contains no point from $P$ in its interior is almost the same as $\text{conv}(P)$. If we use the volume measures for these two objects, then we get the following definition:

**Definition 2.4. (Volume measure)** A point set $P$ in $\mathbb{R}^d$ is $\varepsilon$-far from convex position (according to the Volume measure), if

$$
\frac{\text{vol}(\text{EmpInt}(P))}{\text{vol}(\text{conv}(P))} \leq 1 - \varepsilon,
$$

where $\text{vol}(X)$ denotes the volume of object $X$ and $\text{EmpInt}(P)$ is a maximum volume convex hull defined by a subset of $P$ that contains no point from $P$ in its interior.

Now, we are ready to formally define property testing algorithms.

**Definition 2.5. ($\varepsilon$-Testers)** An algorithm is called an $\varepsilon$-tester for a property $Q$, if it always accepts any input satisfying property $Q$ and with probability at least $\frac{2}{3}$, rejects any input that is $\varepsilon$-far from satisfying property $Q$.

Throughout the paper, we say $P$ is $\varepsilon$-close to convex position if it is not $\varepsilon$-far from convex position.

---

1 Observe that in general that may be many such maximum convex hulls.
Relations between different measures of closeness. How can we relate the four measures defined in Definitions 2.1–2.4? As we observed above, a point set $P$ can be close to convex position according to the Hamming distance, even if it is far (very far!) from convex position according to the Perturbation, the Neighborhood, and the Volume measures. Similarly, the opposite is also true: $P$ may be very close to convex position according to the Perturbation, the Neighborhood, and the Volume measures even if it fails for the Hamming distance. But how about any relationship between the Perturbation, the Neighborhood, and the Volume measures?

The first lemma shows that the first two measures are somehow equivalent for asymptotic complexity of the testers. It holds for any cost measure of query complexity, because exactly the same tester is to be used.

**Lemma 2.1.** There is an $\varepsilon$-tester for convex position according to the Perturbation measure with query complexity $T(n, \varepsilon)$ if and only if there is an $\Theta(\varepsilon)$-tester for convex position according to the Neighborhood measure with query complexity $T(n, \Theta(\varepsilon))$. \qed

Unfortunately, we were unable to provide a similar relationship between the Neighborhood and the Volume measures. It seems to us that the latter one is more complicated. We can only prove some partial results about similarity of these two measures, for example:

**Lemma 2.2.** An $\varepsilon^d$-tester for the Volume measure is an $O(\varepsilon)$-tester for the Neighborhood measure. \qed

3 A New Model Using Geometric Queries

In the previous works on property testing, the complexity of a tester has been typically measured as the number of input “atom objects” inspected, that is, as the number of queries to the input. The form of the queries allowed for the algorithm depended on the input representation. And so, for example, if an input consists of a set of $n$ points (as it is the case for testing if the points are in convex position), then it has been typically assumed that one can use queries of the form: “what is the position of the $k$th point in the input.” In the standard query complexity additional computational work is not counted (for example, if we know positions of points in $S$, $S \subseteq P$, then the cost of computing a convex hull of $S$ is not counted in the query complexity). Our main observation is that this notion of query complexity often does not suit well to study geometric properties, or actually, to distance measures different than the Hamming distance. Indeed, if we want to check if a point set $P$ is $\varepsilon$-close to convex position according to the Perturbation

---

2 For example, in [7], it is shown that the query complexity for testing (according to Hamming distance) if a point set in $\mathbb{R}^d$ is in convex position is $\Theta(n^d/\varepsilon^{1/(d+1)})$, while for $d \geq 4$, the “running time complexity” (which measures also the time required for all computations used by the tester) is $O(n \text{polylog}(1/\varepsilon) + (n/\varepsilon)^{(\lfloor d/2 \rfloor)}/(1+\lfloor d/2 \rfloor) \text{polylog}(n))$, and it is quite possible that it is optimal. Thus, in the most basic case, for $d = 4$ and constant $\varepsilon^{-1}$, the query complexity is $\Theta(n^{1/4})$ while the “running time complexity” is $O(n)$. This difference vanishes for $d = 2, 3$, because in this case very efficient (almost linear-time) algorithms for testing convex position are available.
measure, then even a single point might be far away from the remaining points to make this property false. Therefore, the algorithm must find this point with probability at least \(\frac{2}{3}\), and this clearly requires \(\Theta(n)\) query complexity. Similar phenomenon holds also for the Neighborhood measure and the Volume measure.

This observation shows that in order to model property testing for geometric properties and in order to obtain very efficient (sublinear-time) algorithms one has to reconsider and change the notion of query complexity. Unlike in the very standard model, here we want to allow more complex queries: those using certain geometric properties of the input.

In most of geometric models (and in applications) even if the input is represented by positions of the points (or other geometric objects), very often one maintains some additional data structures for efficient and structured access to the input. One of the most fundamental abstract data structure maintained by many algorithms working with points are data structures for efficient answering range queries (cf. [1]). For the purposes of this paper we adopt a model of computation in which the basis operation is a range query to the input, and the query complexity is the number of range queries to the input.

Formally, we are given an unknown set \(P\) of \(n\) points in \(\mathbb{R}^d\) that is defined by an unknown function \(F_P : \mathbb{R}^d \times \mathbb{N} \to \mathbb{R}^d \cup \{\text{empty}\}\) such that \(F_P(R, i)\) returns the \(i\)th point in a query range \(R\) (according to some unknown fixed order) or the symbol \(\text{empty}\), if there are less than \(i\) points in the query range \(R\).

The model defined above uses a very powerful oracle since we are allowed to specify an arbitrary range when we query the oracle. To make our consideration of practical value, it seems reasonable to require that such an oracle must be efficiently implemented. Therefore, in this model we will restrict ourselves to the case that \(R\) is a (possibly unbounded) simplex. Most of the results presented in this paper hold even for orthogonal range queries. Such queries are supported by many well known data structures such as partition trees and cutting trees, as well as practical structures based on quad-trees or \(R\)-trees (see, e.g., [1] for a more detailed discussion). There are efficient data structures (see, e.g., [1]) to support our queries and a single query to such a data structure is usually performed very fast (i.e., much faster than processing the whole point set). We believe that the use of such range queries is very natural in our context, since many applications (such as GISs) use data structures for range queries (e.g., \(R\)-trees) to answer other kinds of queries anyway.

In a similar way, depending on the problem at hand, one could assume that some other very basic geometric queries are available; we do not discuss this issue in more details however.

### 3.1 Property Testing Algorithms for Convex Position in the New Model

In this section we present our first \(\varepsilon\)-tester for convex position. It works for the Neighborhood measure, and it shows that the use of geometric queries (orthogonal range queries) allows to beat the lower bounds discussed in Section 3 and obtain the query complexity of \(\text{polylog}(1/\varepsilon)\).
The input for our tester consists of a point set $P$ in the $d$-dimensional unit cube and a real number $\varepsilon$, $0 < \varepsilon < 1$, which defines the quality of the tester.

**Convexity-Test I** $(P, \varepsilon)$:

$$S = \emptyset$$

partition the unit cube into $(2 \sqrt{d}/\varepsilon)^d$ sub-cubes of side-length $\frac{\varepsilon}{2 \sqrt{d}}$

for each such sub-cube $c$ do

if $c$ contains a point from $P$ then add any such a point to $S$

if $S$ is in convex position then accept

else reject

In algorithm Convexity-Test I $(P, \varepsilon)$ the operation of verifying if $c$ contains a point from $P$ as well as the operation of returning a point from $P \cap c$ is performed using orthogonal range queries.

**Theorem 3.1.** Let $P$ be a point set in the $d$-dimensional unit cube and let $\varepsilon$ be a real number, $0 < \varepsilon < 1$. Algorithm Convexity-Test I $(P, \varepsilon)$ is a property tester that accepts $P$ only if $P$ is $\varepsilon$-close (according to the Neighborhood measure) to convex position. It uses $O((\sqrt{d}/\varepsilon)^d)$ orthogonal range queries.\[\square\]

Actually, we can slightly improve the complexity of Convexity-Test I $(P, \varepsilon)$ and design an $\varepsilon$-tester that uses only $O((\sqrt{d}/\varepsilon)^{d-1})$ orthogonal range queries.

In the previous sections we discussed testing convexity properties in geometric setting. Now, we give a tester for testing convexity properties of planar point sets using a distance measure that is related to the Hamming distance (in fact, the distance measure below is stronger). A tester for Hamming distance is presented in [7]. The main difference in our approach here is the use of geometric queries that leads a to substantial speed up.

**Definition 3.1.** A set $P$ of $n$ points in the plane is $\varepsilon$-far from being in convex position, if at least $\varepsilon$ $n$ points in $P$ are not extreme. (A point is extreme if it belongs to the boundary of the convex hull of $P$.)

It immediately follows.

**Lemma 3.1.** A tester for the distance measure in Definition 3.1 is also a tester for the Hamming distance.\[\square\]

We can also prove the following lemma.

**Lemma 3.2.** In the standard property testing model (see, e.g., [13,18]), there is no testing algorithm for the distance measure from Definition 3.1 that has $o(n)$ query complexity.\[\square\]

We can prove that the use of appropriate data structures for the geometric queries allows us to design a tester with logarithmic query complexity. We assume the input point set $P$ is in general position.

**Theorem 3.2.** There is a tester for convex position in the plane with query complexity $O(\log n/\varepsilon)$ that uses only triangular range queries.\[\square\]
4 Map Labeling

In this section we consider the following basic map labeling problem:

Let \( P \) be a set of \( n \) points in the plane. Decide whether it is possible to place \( n \) axis-parallel unit squares such that

- all squares are pairwise disjoint (labels do not overlap),
- each point is a corner of exactly one square (each point is labeled), and
- each square has exactly one point on its corners (each point has a unique label).

If a set \( S \) of \( n \) squares satisfies the conditions above, then \( S \) is called a valid labeling for \( P \). The map labeling problem is known to be \( \mathcal{NP} \)-complete and the corresponding optimization problem is known to have no approximation algorithm with ratio better than 2, unless \( \mathcal{P} = \mathcal{NP} \) [11].

In this section we develop a property tester for the map labeling problem. We use the following Hamming distance measure:

**Definition 4.1.** A set \( P \) of \( n \) points in the plane is \( \varepsilon \)-far from having a valid labeling, if we have to delete at least \( \varepsilon n \) points to obtain a set of points that has a valid labeling.

When we consider the standard property testing model [13,18] that allows only to sample random subsets of \( P \) with a uniform distribution we can prove the following result.

**Theorem 4.1.** For any constant \( \delta, 0 < \delta < 1 \), there is a positive constant \( \varepsilon \) such that there is no \( \varepsilon \)-tester for the labeling problem with \( o\left(n^{1-\frac{1}{2\delta+1}}\right) \) query complexity in the standard testing model.

We show now that if we use the computational model that allows/supports geometric queries we can design a tester with \( O(1/\varepsilon^3) \) query complexity. It is based on the approach developed in [9] and [16].

**Algorithm LabelTest\( (P)\):**

choose a sample set \( S \) of size \( O(1/\varepsilon) \) uniformly at random from \( P \)

for each \( p \in S \) do

\( i = 0, \mathcal{T} = \emptyset \)

Let \( S \) be the axis parallel square with center \( p \) and side length \( 16\lfloor 1/\varepsilon \rfloor \)

while \( i \leq (16\lfloor 1/\varepsilon \rfloor + 2)^2 \) do

Let \( q \) be the \( i \)-th point in the query range \( S \)

if \( q \neq \emptyset \) then \( \mathcal{T} = \mathcal{T} \cup \{q\} \)

if \( \mathcal{T} \) does not have a valid labeling then reject

accept

**Theorem 4.2.** Algorithm LabelTest is a tester for the labeling problem that has query complexity \( O(1/\varepsilon^3) \) and running time \( \exp(O(1/\varepsilon^2)) \). \(\square\)
5 Clustering Problems

In this section we design testing algorithms for three geometric clustering problems. The goal of a clustering problem is to decide whether a set of $n$ points $P$ in $\mathbb{R}^d$ can be partitioned into $k$ subsets (called clusters) $S_1, \ldots, S_k$ such that the cost of each cluster is at most $b$. There are several different ways to define the cost of a cluster. Let $S$ be a set of points in $\mathbb{R}^d$. We consider the following variants:

**Radius Clustering:** The cost $\text{cost}_R(S)$ of a cluster $S$ is twice the minimum radius of a ball containing all points of the cluster.

**Discrete Radius Clustering:** The cost $\text{cost}_{DR}(S)$ of a cluster $S$ is the minimum radius of a ball containing all points of the cluster and having its center among the points from $P$.

**Diameter Clustering:** The cost $\text{cost}_D(S)$ of a cluster $S$ is the maximum distance between a pair of points of the cluster.

The goal of our property tester is to accept all instances that admit a clustering into $k$ subsets of cost $b$ and to reject with high probability those instances that cannot be clustered into $k$ subsets of cost $(1 + \varepsilon)b$.

**Definition 5.1.** A point set $P$ is $(b, k)$-clusterable for a cost measure $\text{cost}()$, if there is a partition of $P$ into sets $S_1, \ldots, S_k$ such that $\text{cost}(S_i) \leq b$ for all $1 \leq i \leq k$. A point set $P$ is $\varepsilon$-far from being $(b, k)$-clusterable, if for any partition of $P$ into sets $S_1, \ldots, S_k$ at least one set $S_i$ has cost larger than $(1 + \varepsilon)b$.

In the standard context of property testing, Hamming distance (that is, a point set is $\varepsilon$-far from clusterable, if we have to remove at least $\varepsilon n$ points to make it clusterable) has been used before [3]. For the diameter clustering problem the distance measure used in [3] has the additional relaxation that a point set is $\varepsilon$-far from being $(b, k)$-clusterable, if one has to remove $\varepsilon n$ points to make the set $((1 + \varepsilon)b, k)$-clusterable. Thus, this definition assumes a geometric and a combinatorial relaxation of the corresponding decision problem. We require only the geometric relaxation.

Let us assume, without loss of generality, that $b = 1$ and thus we want to design a tester for the problem whether a point set $P$ is $(1, k)$-clusterable for the three cost measures above. We partition $\mathbb{R}^d$ into grid cells of side length $\varepsilon/(3 \sqrt{d})$. For each cell containing an input point, we choose arbitrary input point from the cell as its representative. Then, we compute whether the set of representatives is $(1, k)$-clusterable. If it is so, then we accept it, if it is not so, then we reject it. Clearly, any set of points that is $(1, k)$-clusterable is accepted by the algorithm. On the other hand, any instance that is $\varepsilon$-far from $(1, k)$-clusterable will be rejected. (This approach has been introduced in [2] to obtain a $(1 + \varepsilon)$-approximation algorithm for the radius clustering problem.)

Our algorithms starts with an empty box with endpoints at infinity. Then we query for a point in this box. We allocate the corresponding grid cell and partition the box into the $3^d$ sub-boxes induced by the hyperplanes bounding the grid cell. Then we continue with one of these sub-boxes. If we find an empty sub-box, it will be marked. If there are only marked boxes the algorithm terminates.

So far, our partition into grid cells works fine, if there are many points in a single cell. On the other hand, if no two points are in the same grid cell, the algorithm has $\Omega(n)$
query complexity. Thus we need an upper bound on the number of grid cells, whose representative may form a cluster.

**Lemma 5.1.** Let $S$ be a set of points in $\mathbb{R}^d$ no two points of which belonging to the same cell of a grid of size $\varepsilon/(3\sqrt{d}) < 1$. If $\text{cost}(S) \leq 1$ for any of the three cost measures described above, then $|S| \leq (6\sqrt{d}/\varepsilon)^d$, where $\text{cost}(\cdot) \in \{\text{cost}_R, \text{cost}_{DR}, \text{cost}_D\}$. □

Let $V = k \cdot (6\sqrt{d}/\varepsilon)^d$ the maximum number of cells that can contain points that belong to one of the $k$ clusters. We observe that we can stop our procedure if the number of representatives is $V$. Thus, we can guarantee that the algorithm requires at most $V \cdot 3^d$ range queries.

**Theorem 5.1.** There is an $\varepsilon$-tester for the radius clustering and diameter clustering problem that uses at most $k \cdot (18\sqrt{d}/\varepsilon)^d$ orthogonal range queries. There is an $\varepsilon$-tester for the discrete radius clustering problem that uses $k \cdot (162\sqrt{d}/\varepsilon)^d$ orthogonal range queries. □

### 5.1 Dynamic Clustering

In this section we consider the problem of maintaining an approximate clustering of points in $\mathbb{R}^d$ under the operations *insert* and *delete*. Obviously, we can call the decision procedure from the previous section $O(\log_{1+\varepsilon} B)$ times to find a clustering of size at most $(1+\varepsilon)B$ where $B$ is the size of an optimal clustering and $B \geq 1$. When we combine this with a dynamic data structure that supports orthogonal range queries in time $A(n)$ (to report a single point in the query range) and update time $U(n)$ we immediately obtain the following result.

**Corollary 5.1.** We can maintain an $(1+5\varepsilon)$ approximate radius/diameter clustering of a point set $P$ in $\mathbb{R}^d$ $(d$ constant) under the operations *insert* and *delete* in time $O(U(n) + \log_{1+\varepsilon} B \cdot (A(n) \cdot k/\varepsilon^d + \exp(O(k/\varepsilon^d))))$. If the parameters $\varepsilon$, $d$, and $k$ are constants this is $O(U(n) + A(n) + \log_{1+\varepsilon} B)$ time. □

Now, we want to obtain a time bound that is independent of the size of the clustering. We shall require an additional kind of oracle access: we allow the tester to query the oracle for the number of points within a certain range (this procedure could be also performed in our prior model in a logarithmic cost). We also need a procedure to compute a minimum (axis parallel) bounding box for the points inside a given cell. This can be easily done with $O(d \log n)$ expected oracle accesses.

To avoid a simple binary search we use this bounding box. The size of the bounding box will always be the length of its longest side. Then we compute a clustering $C$ for the current grid size (using the representatives for each cell). If $l$ is the size of the largest bounding box of all grid cells, then we know that $P$ can be clustered at cost at most $\text{cost}(C) + 2 \cdot \sqrt{d} \cdot l$. Note that we can stop our process if $s_{\text{cost}(C)} \leq \varepsilon/(3\sqrt{d})$ where $s$ is the current size of the grid.

If we cannot stop we continue with a grid of size $l/2$. This way the number of grid cells with representatives is at most $3^d$ times the previous number of grid cells and there is at least 1 more such cell. We continue this procedure until we get a lower bound on the size of the current clustering. Then we have to do a logarithmic number of further steps and we are done.
Theorem 5.2. We can maintain an \((1 + \varepsilon)\) approximate radius/diameter clustering of a point set \(P\) in \(\mathbb{R}^d\) (\(d\) constant) under the operations insert and delete in time \(\mathcal{O}(\exp(\mathcal{O}(V)) \cdot (k + \log(1/\varepsilon) + A(n) \cdot V \cdot \log n \cdot (k + \log(1/\varepsilon)))\). If \(k, d,\) and \(\varepsilon\) are constants then this is \(\mathcal{O}(U(n) + A(n) \cdot \log n)\). \(\qed\)
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Abstract. Motivated by questions in location planning, we show for a set of colored point sites in the plane how to compute the smallest—by perimeter or area—axis-parallel rectangle and the narrowest strip enclosing at least one site of each color.

1 Introduction

We are given a set of \(n\) point sites in the plane and \(k \leq n\) colors, each site is associated one color. A region of the plane is called color-spanning if it contains at least one point of each color. For different kinds of regions we are interested in the smallest color-spanning one of that kind.

The original motivation for our questions comes from location planning. Suppose there are \(k\) types of facilities, e.g. schools, post offices, supermarkets, modeled by \(n\) colored points in the plane, each type by its own color. One basic goal in choosing a residence location is in having at least one representative of each facility type in the neighborhood, where there are various specifications of the term “neighborhood”. A natural question is to ask for the smallest color-spanning circle. It can be found using the upper envelope of Voronoi surfaces, as described by Huttenlocher et al. \cite{11} and Sharir and Aggarwal \cite{19} Section 8.7; their algorithm for computing the solution runs in time \(O(kn \log n)\). Similarly one can determine the smallest color-spanning axis-parallel square and other objects with fixed orientation which are unit circles of a convex distance function.

In this paper, we propose to solve more complicated problems of this context: we give algorithms to compute the smallest color-spanning axis-parallel rectangle in Sect.\textsuperscript{2} and the narrowest color-spanning strip in Sect.\textsuperscript{3}.

A couple of related optimization problems for a set \(S\) of \(n\) points have already been studied in the literature, with motivations from statistical clustering or pattern recognition. For example, the convex polygon with minimum perimeter
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containing \( k \) points of \( S \) can be found by using the methods of Dobkin et al. \[4\], Aggarwal et al. \[2\], or finally Eppstein and Erickson \[6\], the last one in time \( O(n \log n + k^3 n) \). The minimum area convex polygon containing \( k \) points of \( S \) can be determined in time \( O(n^2 \log n + kn^2 \min(k^2, n)) \) combining results of \[6\] and Eppstein et al. \[7\]. Similar problems for selecting \( k \) points out of \( n \) use as optimization criterion the diameter or the variance of the \( k \)-set, or they ask for the smallest circle with respect to a certain metric containing at least \( k \) points \[2\ 4\ 5\ 7\ 13\ 20\], this latter problem is of course very closely related to the Voronoi diagram of order \( k \).

Other very natural optimization criteria are the perimeter and the area of the axis-parallel rectangle enclosing a \( k \)-point set, these criteria are sometimes briefly called the \( L_\infty \) perimeter and \( L_\infty \) area. For computing the smallest perimeter, the best known running time is \( O(n \log n + k^2 n) \) for algorithms by Datta et al. \[3\] and by Eppstein and Erickson \[6\]. The algorithm of Aggarwal et al. \[2\] can be used for both variants of the problem, the area and the perimeter, and takes time \( O(\min(k^2 n \log n, n^3)) \), while Segal and Kedem’s solution \[18\] for both variants runs in \( O(n + k(n - k)^2) \) time and is applicable only for \( k > n/2 \).

Not much seems to be known about lower bounds for these problems. Matoušek \[12\] reports that at least some of them are known to be \( n^2 \)-hard, a notion introduced by Gajentaan and Overmars \[9\]; compare also Erickson and Seidel \[8\].

Interestingly, the approach in \[2\] for the smallest rectangle, like some approaches for the smallest circle, is also based on the Voronoi diagram of higher order, in this case of order \( 6k - 6 \). This is because the optimal \( k \)-point set can be shown to be contained in a circle centered at such a Voronoi vertex which passes through the corresponding sites. Eppstein and Erickson’s approach \[6\] uses the fact that the members of the optimal \( k \)-point set are always among the \( 16k \) nearest rectilinear neighbors of each of them. But neither of these properties based on proximity seem to be extensible to our new problem that involves colors.

For multicolored point sets, there are solutions to several problems, such as the bichromatic closest pair, see e.g. Preparata and Shamos \[17\ Section 5.7\], Agarwal et al. \[11\], and Graf and Hinrichs \[10\], the group Steiner tree where, for a graph with colored vertices, the objective is to find a minimum-weight subtree that covers all colors, see Mitchell \[14\ Section 7.1\], or the chromatic nearest neighbor search, see Mount et al. \[15\].

### 2 The Smallest Color-Spanning Rectangle

Among all rectangles whose sides are parallel to the \( x \) - and \( y \)-axis and which contain at least one site of each color we are looking for the smallest one, by perimeter or by area.

Some special cases are immediately solved. For \( k = 1 \) the problem is trivial, and for \( k = n \), i.e., we have exactly one point for each color, the solution is the bounding box of the point set. And also the case \( k = n - C \) for some constant \( C \) can be solved in time \( O(n) \) because in this case there is only a constant (\( \leq 2C \)) number of sites with colors that have more than one site. Finally for \( k = 2 \) in the
perimeter case, we can make use of an algorithm that computes the bichromatic 
\( L_1 \)-closest pair in time \( O(n \log n) \), see e.g. Graf and Hinrichs \[10\]. For the general 
case however, new ideas are necessary.

In Sect. 2.1 we show that the optimal rectangle must fulfill the so-called 
non-shrinkable property, we present a simple algorithm with running time in 
\( O(n(n-k)^2) \), and we prove the tight bound of \( \Theta((n-k)^2) \) for the number of 
non-shrinkable rectangles. In Sect. 2.2 we give necessary and sufficient 
conditions for non-shrinkable rectangles, and we refine the algorithm to a running 
time of \( O(nk(n-k)) \). Finally, in Sect. 2.3 we use a result by Overmars and van 
Leeuwen \[16\] for dynamically maintaining the maximal elements of a point set 
to further improve the running time to a near-optimal \( O(n(n-k) \log^2 k) \).

### 2.1 Non-shrinkable Rectangles and a First Algorithm

Let \( p_x \) and \( p_y \) denote the coordinates of a site and \( p_{\text{col}} \) denote its color. For 
the sake of simplicity of the presentation, we make the following assumption on 
general position. No two \( x \)- or \( y \)-coordinates are equal, i.e., there is no horizontal 
or vertical line passing through two points. We exclude the trivial cases and 
assume for the remaining part of the paper that \( 1 < k < n \). It is clear that 
the smallest color-spanning rectangle, by perimeter or by area, must be non-
shrinkable in the following sense.

**Definition 1.** An axis-parallel rectangle is called non-shrinkable if it contains 
sites of all \( k \) colors and it does not properly contain another axis-parallel rectangle 
that contains all colors.

Therefore, each non-shrinkable rectangle must touch a site with each of its 
four edges, such that there are two, three, or four sites on its boundary, among 
them no two of the same color. The colors on its boundary do not appear at 
sites in its interior.

Our algorithms will systematically find all non-shrinkable rectangles and 
compare their perimeters or areas to determine the smallest one, thereby solving 
the two variants of the problem at the same time. A first and quite simple idea 
to do this is shown next, this is similar to the procedure of \[2\].

**Algorithm 1** The lower-left corner of a candidate is either determined 
by one site or by a pair of sites of different colors such that these two 
sites lie on the candidate’s bottom and left edges.

For each such lower-left corner, we proceed as follows. Let \( U \) be the set 
of sites which lie above and to the right of the corner.

1. Initially the top edge of the rectangle starts at infinity. The right 
edge starts at the \( x \)-coordinate of the corner, it is moved right over 
the sites of \( U \) until all colors are contained in the actual rectangle.

2. Then, in decreasing \( y \)-order, the top edge steps through the sites of 
the rectangle as long as it still contains all colors; when this stops, 
we have found a candidate.
3. The right edge advances until it reaches a site with the color of the site at the actual top edge.
4. As long as the right edge has not stepped over all points of $U$, we repeat from step 2.

It is clear that all non-shrinkable rectangles are checked as candidates by Algorithm 1, but also some more rectangles that may contain sites of the same color as the left or bottom edges. For each corner the algorithm spends time $O(n)$ if the sites are previously sorted by their $x$-coordinates and by their $y$-coordinates.

Remark that for one fixed corner we cannot have more than $n - k + 1$ candidates because the right edge has stepped over at least $k$ sites in step 2. Furthermore, the left edge of a candidate can be only at the first $n - k + 1$ sites in $x$-order and the lower edge only at the first $n - k + 1$ sites in $y$-order, so we obtain a $O(n(n - k)^2)$ bound for the running time of Algorithm 1.

Before trying to improve on this time bound, we are interested in determining the exact number of non-shrinkable rectangles, since in the worst case it seems unavoidable to check (nearly) all of them.

**Lemma 1.** There are $\Theta((n - k)^2)$ non-shrinkable rectangles.

**Proof.** We start by proving the upper bound. As we have remarked earlier, each edge of a non-shrinkable rectangle $N$ must contain a site of a color that occurs only once in $N$. First consider the case that a site is a corner of the rectangle, i.e., the site touches two edges. A site can be the, e.g., lower left corner of a non-shrinkable rectangle only if it belongs to the $n - k + 1$ leftmost sites because it must have $k - 1$ sites to its right. Also, in the analysis of Algorithm 1 we have seen that there are at most $n - k + 1$ non-shrinkable rectangles for one fixed corner. Thus, the upper bound holds for all non-shrinkable rectangles that have at least one site at a corner. In particular, this also settles the cases $k = 2, 3$.

So we can assume that $k \geq 4$ and that each edge contains exactly one site in its interior. Let $l$, $b$, and $r$ denote the colors of the singular points on the left, bottom, and right edge of $N$, correspondingly. We enlarge $N$ by moving its upper edge upwards until one of the following events occurs. Either, the upper edge hits a point of color $b$; then we have obtained a so-called enlarged candidate with singular points on its left and on its right edge that contains points of color $b$ on its top and bottom edges, but no further $b$-colored points (type 1). Or the upper edge hits a point of color $l$ or $r$, say $l$; then we have an enlarged candidate containing two points of color $l$ on its top and left edges, but no further points of color $l$, and singular points on its right and bottom edges (type 2). If the upper edge does not hit a point of color $b$, $l$, or $r$ then we obtain an enlarged candidate with upper edge at infinity and singular points on its other three edges (type 3).

This way we have mapped each non-shrinkable rectangle on an enlarged candidate of type 1, 2, or 3. The mapping is one-to-one; given an enlarged candidate of any type we can just lower its top edge until, for the first time, the lowest point of some color is hit, and obtain a non-shrinkable rectangle. Thus, it suffices to show that there are only $O((n - k)^2)$ enlarged candidates of each type.
In order to bound the number of type 1 rectangles we fix an arbitrary point, $p$, of color $p_{\text{col}}$ and show that there are at most $O(n - k)$ type 1 rectangles $R_{i,j}$ that have $p$ on their bottom edge and another $p_{\text{col}}$-colored point $q_j$ on their top edge to the right of $p$. Indexing is such that $q_1, \ldots, q_m$ have increasing $x$-coordinates. Let $r_{i,j}$ be the singular point on the right edge of rectangle $R_{i,j}$, for $1 \leq j \leq m_i$. Clearly, different rectangles $R_{i,j}$ with the same index $i$ must have different right points $r_{i,j}$. Since none of these rectangles can contain a third point of color $p_{\text{col}}$, point $q_{i+1}$ must be below $q_i$ and to the right of all points $r_{i,j}, 1 \leq j \leq m_i$. Trivially, all points $r_{i+1,j}, 1 \leq j \leq m_{i+1}$, are to the right of $q_{i+1}$. A continuation of this argument shows that all points $r_{i,j}$ are pairwise different. This proves the claim since only $n - k + 1$ points can have the right edge, and the same for the bottom edge.

The argument for the type 2 rectangles is quite similar. We fix the point $p$ on the left edge and consider all rectangles $R_{i,j}$ of type 2 that have a point $q_i$ of the same color on their top edges. Again, all singular points $r_{i,j}$ on the right edges are pairwise different.

The unbounded enlarged candidates of type 3 are even easier to count: for a fixed point on the bottom edge there can be only $n - k + 1$ of them, since for each possible left edge there is at most one right edge, if any, and only $n - k + 1$ sites can have the left edge. (By the way, $k$ is also an upper bound on the number of rectangles of this type for a fixed bottom edge, as will follow from Lemma 2.)

It remains to show the lower bound, i.e., we are given numbers $n$ and $k$, and we want to place $n$ sites with $k$ colors such that there are $\Omega((n - k)^2)$ different non-shrinkable rectangles. To this end, we make a construction as sketched in Fig. 1.

We construct three groups of sites. The first group consists of $\lceil (n - k)/2 \rceil + 1$ sites of color 1 and is placed on the line $y = -1 - x$ at positions with negative $x$- and $y$-coordinates, the second group has $\lceil (n - k)/2 \rceil + 1$ sites but of color 2 and is placed on the line $y = 1 - x$ at positions with positive coordinates, and the third group contains one site of each of the other $k - 2$ colors and is placed very close to the origin.

Now each rectangle spanned by a site of color 1 as the lower left corner and by a site of color 2 as the upper right corner contains all colors and is one of $\Omega((n - k)^2)$ non-shrinkable rectangles.

\section{2.2 An Improved Approach}

The question arises if the proof method for the $O((n - k)^2)$ upper bound can be used for efficiently constructing all non-shrinkable rectangles. In fact, we are able to enumerate all enlarged candidates of types 1, 2, and 3 within time $O(n^2 \log k)$. The difficulty is in efficiently moving down the upper edges of these rectangles, in order to obtain non-shrinkable rectangles. This can be done within the same time bound for the types 2 and 3, but seems quite hard to do for the type 1 rectangles.
Fig. 1. Each rectangle spanned by a site of color 1 and a site of color 2 is non-shrinkable.

Therefore, we resort to a more direct method that is a refinement of Algorithm 1. Instead of fixing the lower left corner, let us try to fix the upper and lower edges, i.e., for each pair of sites $a$ and $b$ with $a_y < b_y$ we check all non-shrinkable rectangles with lower $y$-coordinate $a_y$ and upper $y$-coordinate $b_y$.

We consider conditions that must be fulfilled by such a non-shrinkable rectangle with left edge at $l$ and right edge at $r$, $l$ and $r$ may coincide with $a$ or $b$. First, it is clear that $a$ and $b$ must be contained in the rectangle. Second, the interior of the rectangle must not contain sites of the colors of $a$ and $b$. Third, the colors of $l$ and $r$ are not contained in the interior either.

More formally, for a given color $c$ we define the following numbers.

\[
L_c(a, b) = \max_{p \in S, \ p_{col} = c} \{ p_x \mid a_y < p_y < b_y \text{ and } p_x < a_x \}
\]

\[
R_c(a, b) = \min_{p \in S, \ p_{col} = c} \{ p_x \mid a_y < p_y < b_y \text{ and } p_x > a_x \}
\]

In other words, $L_c(a, b)$ is the maximum $x$-coordinate of all sites of color $c$ in the horizontal strip between $a$ and $b$ and to the left of $a_x$, and $R_c(a, b)$ the analogous minimum to the right of $a_x$; they take on the values of $-\infty$ resp. $+\infty$ if no such site exists.
Now the first condition above means that
\[ l_x \leq \min(a_x, b_x) \quad \text{and} \quad r_x \geq \max(a_x, b_x). \] (1)

The second condition can be expressed as
\[ l_x > \max\left(L_{a_{\text{col}}}(a, b), L_{b_{\text{col}}}(a, b)\right) \quad \text{and} \quad r_x < \min\left(R_{a_{\text{col}}}(a, b), R_{b_{\text{col}}}(a, b)\right). \] (2)

In other words, we have an \( x \)-interval for the possible positions of the left edge of a non-shrinkable rectangle from \( a_y \) to \( b_y \), and another one for the right edge.

The third condition transforms to
\[ l_x = L_{l_{\text{col}}}(a, b) \] if \( l \neq a, b \) and
\[ r_x = R_{r_{\text{col}}}(a, b) \] if \( r \neq a, b, \] (3)
i.e., the site \( l \) on the left edge, if it is not \( a \) or \( b \) itself, is the \( x \)-maximal site of its color in the horizontal strip between \( a \) and \( b \) and to the left of \( \min(a_x, b_x) \), and correspondingly with \( r \). Therefore the following assertion holds.

**Lemma 2.** Let \( a \) and \( b \) be two sites of \( S \). Independently of \( n \), there are at most \( k - 1 \) non-shrinkable rectangles with lower edge at \( a \) and upper edge at \( b \).

**Proof.** According to (3), the left edge of such a non-shrinkable rectangle has only \( k - 2 \) possible positions if its color is different from \( a_{\text{col}} \) and \( b_{\text{col}} \), and \( \min(a_x, b_x) \) as one additional possibility.

For fixed \( a \), the quantities \( L_c(a, b) \) and \( R_c(a, b) \) can easily be updated if \( b \) steps through the sites in \( y \)-order. For each \( b \) it remains to match the correct pairs of sites at the left and at the right edges, this is done by the following algorithm.

**Algorithm 2** The sites are sorted in \( y \)-order. For each site \( a \) we do the following to find all candidate rectangles with lower \( y \)-coordinate \( a_y \).

1. Let \( L \) and \( R \) be arrays over all colors, initialized to \(-\infty \) resp. \( +\infty \); they will contain the values \( L_c(a, b) \) and \( R_c(a, b) \) for the actual \( a \) and \( b \) and for all colors \( c \).

   The lists \( \text{SortL} \) and \( \text{SortR} \) will contain all sites that actually contribute an entry to \( L \) resp. \( R \), sorted in \( x \)-direction.

2. For all sites \( b \) with \( b_y > a_y \) in \( y \)-order we do. Perform steps 2a to 2c only if \( b_{\text{col}} \neq a_{\text{col}} \), in any case perform step 2d.

   a) \( \text{InclL} := \min(a_x, b_x); \quad \text{ExclL} := \max(L_{a_{\text{col}}}, L_{b_{\text{col}}}); \)

   \[ \text{InclR} := \max(a_x, b_x); \quad \text{ExclR} := \min(R_{a_{\text{col}}}, R_{b_{\text{col}}}); \]

   In list \( \text{SortL} \) we mark the sites with \( x \)-coordinates greater than \( \text{ExclL} \) and smaller than \( \text{InclL} \), and correspondingly with \( \text{SortR} \) from \( \text{InclR} \) to \( \text{ExclR} \).

   b) The left edge starts at the first marked element of \( \text{SortL} \). The right edge starts at \( \text{InclR} \) and if necessary steps over the marked sites in \( \text{SortR} \) until all colors are contained in the actual rectangle.
c) As long as the marked parts of SortL and SortR are not ex-
hausted, we repeat the following steps.
   i. The left edge advances over the marked sites in SortL and
      finally InclL as long as the rectangle contains all colors; when
      this stops, we have found a candidate.
   ii. The right edge advances over the marked sites in SortR until
      it reaches the color of the site at the actual left edge.

d) If $b_x < a_x$
   then $L_{b_{col}} := \max(L_{b_{col}}, b_x)$, also unmark and update SortL
   else $R_{b_{col}} := \min(R_{b_{col}}, b_x)$, also unmark and update SortR.

Lemma 3. The candidates reported by Algorithm 2 are precisely all non-shrink-
able rectangles. Its running time is in $O(nk(n - k))$.

Proof. Let us consider what happens if steps 2a to 2d are executed for certain
sites $a$ and $b$.

Step 2d has been performed for all previous values of $b$, so $L$ and $R$ contain
the correct $L_c(a, b)$ and $R_c(a, b)$ for all colors. Remark that this also holds for
$b_{col}$ because the update of $L$ and $R$ concerning $b$ is done at the end of the loop.

SortL and SortR contain the sites corresponding to the values of $L$ resp. $R$,
and only these values are possible left resp. right edges of the rectangle, as we
have seen earlier. The marked parts correspond to the intervals $(ExclL, InclL)$
resp. $(InclR, ExclR)$ and reflect conditions (1) and (2); sites $a$ or $b$ can also be at
the left or right edges of a non-shrinkable rectangle, this is taken into account
by starting the right edge at InclR in step 2b and finishing with the left edge at
ExclL in step 2(c)i.

For each possible left edge the matching right edge, if any, is found in
steps 2(c)i and 2(c)ii; these steps are very similar to steps 2 to 3 of Algorithm 1.

The case in which there is no non-shrinkable rectangle for $a$ at the bottom
edge and $b$ at the top is quickly detected: If some colors are missing in the
horizontal strip between $a$ and $b$ then step 2b already does not succeed. If another
site of color $a_{col}$ or $b_{col}$ is contained in the rectangle spanned by $a$ and $b$ then
$ExclL > InclL$ or $InclR > ExclR$ and one of the lists is not marked at all. Finally,
the case $b_{col} = a_{col}$ is explicitly excluded in step 2a.

The running time can be estimated as follows. Site $a$ at the bottom edge
needs to be iterated only over the first $n - k + 1$ sites in $y$-order, so this factor is
contributed. Factor $n$ is for the loop over all $b$ (not $n - k$ because the updates in
step 2d need to be executed for all $b$ above $a$). Finally, the repetition of steps 2(c)i
and 2(c)ii results in a factor $k$, as well as the (un)marking and the updates of
the sorted lists.

For small and in particular for constant $k$ Algorithm 2 is the method of
choice, because it is very simple and can be implemented using just a few lines
of code. On the other hand, for large $k$ the $O(n(n - k)^2)$ method of Algorithm 1
is preferable. In the general case however, there is still room for improvements.
2.3 Maximal Elements

Definition 2. A maximal element of a set, $T$, of points in the plane is a point $p \in T$ such that there is no $q \in T$ with $p_x > q_x$ and $p_y < q_y$.

Remark that for our special purpose we have slightly deviated from the usual definition, see [16], we are interested in maximal elements in the upper left (instead of right) direction, see Fig. 2. Our maximal elements are those that are not dominated from left and above by another point of the set.

Fig. 2. Maximal elements of a point set in the upper left direction.

Now consider, for given $a$ and $b$, the values of $L_c(a, b)$ and $R_c(a, b)$. We transform these values to points in 2D, using $L$ for the $x$-coordinates and $R$ for the $y$-coordinates.

$$T_c(a, b) = (L_c(a, b), R_c(a, b))$$

for all colors $c \neq a_{col}, b_{col}$

Some of the coordinates of these points may be $\pm \infty$. With $T(a, b)$ we denote the set of all points $T_c(a, b)$. The next lemma shows that maximal elements are closely related to spanning colors.

Lemma 4. Assume that the horizontal strip between $a$ and $b$ contains all colors. The point $T_c(a, b)$ for some color $c$ is a maximal element of $T(a, b)$ if and only if the rectangle with $a$ and $b$ at the bottom and top edges and with $L_c(a, b)$ as left and $R_c(a, b)$ as right edge contains all colors with the possible exception of $b_{col}$.

Proof. Let $T_c(a, b)$ be a maximal element of $T(a, b)$. Suppose there is a color, $c'$, which is not contained in the rectangle between $a$, $b$, $L_c(a, b)$, and $R_c(a, b)$. Then $L_{c'}(a, b) < L_c(a, b)$ and $R_{c'}(a, b) > R_c(a, b)$, and $T_{c'}$ dominates $T_c(a, b)$, a contradiction. Conversely, if all colors are contained in the rectangle then $T_c(a, b)$ must be a maximal element because it can’t be dominated by any other color. \(\square\)

Now we have an interesting relation between non-shrinkable rectangles and maximal elements.
Lemma 5. For a non-shrinkable rectangle with sites $a$, $b$, $l$, $r$ at the bottom, top, left, and right edges with $l \neq a, b$ and $r \neq a, b$, $T_{\text{incol}}(a, b)$ and $T_{\text{rcol}}(a, b)$ are two successive maximal elements of the set of points in $T(a, b)$.

Proof. Assume that $T_{\text{incol}}(a, b)$ is dominated by some $T_{\text{rcol}}(a, b)$. Clearly we have $L_c(a, b) < L_{\text{incol}}(a, b) = l_x$, but also $R_c(a, b) > R_{\text{incol}}(a, b) > r_x$ holds because $l_{\text{incol}}$ cannot appear a second time in the rectangle. This means that color $c$ is not contained in the rectangle, a contradiction, and analogously for $T_{\text{rcol}}(a, b)$.

Now assume some $T_c(a, b)$ is maximal element between the two maximal elements $T_{\text{rcol}}(a, b)$ and $T_{\text{incol}}(a, b)$. Then we have $L_{\text{rcol}}(a, b) < L_c(a, b) < L_{\text{incol}}(a, b) = l_x$ and $r_x = R_{\text{rcol}}(a, b) < R_c(a, b) < R_{\text{incol}}(a, b)$, and again $c$ is not contained in the rectangle. □

And the converse is also true, in some sense.

Lemma 6. Consider two sites $a$ and $b$ and two colors $c, c' \neq a_{\text{col}}, b_{\text{col}}$ such that $T_c(a, b)$ and $T_{c'}(a, b)$ are two successive maximal elements of $T(a, b)$ and assume that the horizontal strip between $a$ and $b$ contains all colors. Then the rectangle between $a$, $b$, $l$ with $l_x = L_{c'}(a, b)$ as left edge, and $r$ with $r_x = R_{c'}(a, b)$ as right edge is non-shrinkable if additionally conditions (1) and (2) hold.

Proof. From Lemma 5 we know that the rectangle between $a$, $b$, $L_c(a, b)$ and $R_c(a, b)$ contains all colors. Now let the left edge move right until the rectangle is non-shrinkable. The left edge must now be situated at $L_{c'}(a, b)$, otherwise there would be another maximal element between $T_i(a, b)$ and $T_{c'}(a, b)$. Conditions (1) and (2) are necessary to guarantee that no other sites of color $a_{\text{col}}$ or $b_{\text{col}}$ are contained in the rectangle. □

Theorem 1. Given $n$ sites and $k$ colors, the smallest color-spanning rectangle can be found in time $O(n(n-k) \log^2 k)$.

Proof. We modify Algorithm 2. The main difference is in maintaining a dynamic tree MaxElem of maximal elements instead of the lists SortL and SortR.

In step (24) now MaxElem is updated if the value of $L_{b_{\text{col}}}$ or $R_{b_{\text{col}}}$ has changed; this can be done in time $O(\log^2 k)$ using the method of Overmars and van Leeuwen [16].

The marking of the lists is replaced in the following way. The values ExclL, InclL, InclR, and ExclR are computed as before. Then the subsequence of elements in MaxElem is extracted that is included in $(\text{ExclL, InclL})$ in $x$-direction as well as in $(\text{InclR, ExclR})$ in $y$-direction. This can be done in time $O(\log k)$ plus the length of this subsequence which in turn is essentially the same as the number of non-shrinkable rectangles reported. It remains to report the matchings between left and right edges as described in Lemma 6.

So the running time of this method is $O(n(n-k) \log^2 k)$ plus the total number of reported non-shrinkable rectangles but which is fortunately bounded by $O((n-k)^2)$, see Lemma 10. □
3 The Narrowest Color-Spanning Strip

The narrowest color-spanning strip problem asks for two parallel lines in the plane that contain all colors in between them such that their distance is minimized.

Notice that the solution strip must have three sites of three different colors on its boundary, because if they were only two or they had a coincident color, the strip could be shrunk by rotation.

A brute force approach could work as follows. Consider the $O(n^2)$ lines defined by two sites of different colors, and sort them by slopes in $O(n^2 \log n)$ time. Start with one of them and project all the other sites, following the direction of the line, onto any perpendicular line. By sorting the projected points and walking along them we can find the solution in that direction in $O(n \log n)$ time. Now, at each change of direction, we only need to update the order of the projected points in $O(1)$ time and explore the points, again walking along them, in $O(n)$ time to find the solution for the new direction. Hence, the algorithm works in $O(n^3)$ time.

When the direction changes, the cluster of points that gives the optimal solution may completely change. This is the reason why we don’t envisage a more clever updating. Using techniques of inversion and outer envelopes we obtain a much better algorithm, as the following theorem states.

**Theorem 2.** Given $n$ sites and $k$ colors, the narrowest color-spanning strip can be found in $O(n^2 \alpha(k) \log k)$ time.

The proof is omitted here because of lack of space.

4 Conclusions

We have solved two optimization problems by giving algorithms that are likely to be close to optimal. The narrowest color-spanning strip problem can be solved in time $O(n^2 \alpha(k) \log k)$, and it is $n^2$-hard in the sense of [9], this proof is not very difficult but omitted here for brevity.

On the other hand, the smallest color-spanning rectangle problem can be solved in time $O(n(n - k) \log^2 k)$ while we have the tight quadratic bound for the number of non-shrinkable rectangles. It would be interesting to have a formal proof (or a refutation) that this number is also a lower bound for this problem.

We must admit though that we do not have a lower bound better than $\Omega(n \log n)$ for the problem; this one at least can be obtained in several ways. For example, the problem of finding the bichromatic closest pair can be transformed to our problem with $k = 2$, or the maximum gap problem [17] can be transformed to it with $k = n/2$. Of course this is not really satifying, because it seems that a quadratic lower bound or a $n^2$-hardness result is possible.

The smallest color-spanning rectangle with an arbitrary orientation would be the next natural generalization.
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Abstract. We look at time-space tradeoffs for the static membership problem in the bit-probe model. The problem is to represent a set of size up to \( n \) from a universe of size \( m \) using a small number of bits so that given an element of the universe, its membership in the set can be determined with as few bit probes to the representation as possible. We show several deterministic upper bounds for the case when the number of bit probes is small, by explicit constructions, culminating in one that uses \( o(m) \) bits of space where membership can be determined with \( \lfloor \lg \lg n \rfloor + 2 \) adaptive bit probes. We also show two tight lower bounds on space for a restricted two probe adaptive scheme.

1 Introduction

We look at the static membership problem: Given a subset \( S \) of up to \( n \) keys drawn from a universe of size \( m \), store it so that queries of the form “Is \( x \) in \( S \)?” can be answered quickly. We study this problem in the bit-probe model where space is counted as the number of bits used to store the data structure and time as the number of bits of the data structure looked at in answering a query.

A simple characteristic bit vector gives a solution to the problem using \( m \) bits of space in which membership queries can be answered using one bit probe. On the other hand, the structures given by Fredman et al.\cite{Fredman1995}, Brodnik and Munro\cite{Brodnik2010} and Pagh\cite{Pagh2001} can be used to get a scheme that uses \( O(n \lg m) \) bits of space in which membership queries can be answered using \( O(\lg m) \) bit probes. Recently Pagh\cite{Pagh2001} has given a structure that requires \( O(s_{m,n}) \) bits of space and supports membership queries using \( O(\lg(m/n)) \) bit probes to the structure, where \( s_{m,n} = \Theta(n \lg(m/n)) \) is the information theoretic lower bound on space for any structure storing an \( n \) element subset of an \( m \) element universe.

Buhrman et al.\cite{Buhrman2001} have shown that both the above schemes are optimal. In particular they have shown that any deterministic scheme that answers membership queries using one bit probe requires at least \( m \) bits of space and any deterministic scheme using \( O(s_{m,n}) \) bits of space requires at least \( \Omega(\lg(m/n)) \) probes to answer membership queries. They have considered the intermediate ranges and have given some upper and lower bounds for randomized as well as deterministic versions. Their main result is that the optimal \( O(n \lg m) \) bits (for
Explicit Deterministic Constructions for Membership in the Bitprobe Model

and one bit probe per query are sufficient, if the query algorithm is allowed to make errors (both sided) with a small probability. For the deterministic case, however, they have given some non-constructive upper bounds. They have also given some explicit structures for the case when \( t \) is large (\( t \geq \lg n \)).

Our main contribution in this paper, is some improved deterministic upper bounds for the problem using explicit constructions, particularly for small values of \( t \). For sets of size at most 2, we give a scheme that uses \( O(m^{2/3}) \) bits of space and answers queries using 2 probes. This improves the \( O(m^{3/4}) \) bit scheme in [2] shown using probabilistic arguments. We also show that the space bound is optimal for a restricted two probe scheme. We then generalize this to a \( \lceil \lg \lg n \rceil + 2 \) probe scheme for storing sets of size at most \( n \), which uses \( o(m) \) bits of space. This is the best known constructive scheme (in terms of the number of bit probes used) for general \( n \) that uses \( o(m) \) bits of space, though it is known [2] (using probabilistic arguments) that there exists a scheme using \( o(m) \) bits of space where queries can be answered using a constant number of bit probes.

The next section introduces some definitions. The following section gives improved upper bounds for deterministic schemes. In section 4, we give some space lower bounds for a restricted class of two probe schemes, matching our upper bound. Finally, Section 5 concludes with some remarks and open problems.

2 Definitions

We reproduce the definition of a storing scheme, introduced in [2]. An \((n, m, s)\)-storing scheme, is a method for representing any subset of size at most \( n \) over a universe of size \( m \) as an \( s \)-bit string. Formally, an \((n, m, s)\)-storing scheme is a map \( \phi \) from the subsets of size at most \( n \) of \( \{1, 2, \ldots, m\} \) to \( \{0, 1\}^s \). A deterministic \((m, s, t)\)-query scheme is a family of \( m \) boolean decision trees \( \{T_1, T_2, \ldots, T_m\} \), of depth at most \( t \). Each internal node in a decision tree is marked with an index between 1 and \( s \), indicating an address of a bit in an \( s \)-bit data structure. All the edges are labeled by “0” or “1” indicating the bit stored in the parent node. The leaf nodes are marked “Yes” or “No”. Each tree \( T_i \) induces a map from \( \{0, 1\}^s \rightarrow \{Yes, No\} \). An \((n, m, s)\)-storing scheme and an \((m, s, t)\)-query scheme \( T_i \) together form an \((n, m, s, t)\)-scheme which solves the \((n, m)\)-membership problem if \( \forall S, x \ s.t. |S| \leq n, x \in U : T_x(\phi(S)) = Yes \) if and only if \( x \in S \). A non-adaptive query scheme is a deterministic scheme where in each decision tree, all nodes on a particular level are marked with the same index.

We follow the convention that whenever the universe \( \{1, \ldots, m\} \) is divided into blocks of size \( b \) (or \( m/b \) blocks), the elements \( \{(i - 1)b + 1, \ldots, ib\} \) from the universe belong to the \( i \)th block, for \( 1 \leq i \leq \lfloor m/b \rfloor \) and the remaining (at most \( b \)) elements belong to the last block. For integers \( x \) and \( a \) we define, \( \text{div}(x, a) = \lfloor x/a \rfloor \) and \( \text{mod}(x, a) = x - a \text{div}(x, a) \). To simplify the notation, we ignore integer rounding ups and downs at some places where they do not affect the asymptotic analysis.
Upper Bounds for Deterministic Schemes

As observed in [2], the static dictionary structure given by Fredman, Komlos and Szemeredi [4] can be modified to give an adaptive \((n, m, s, t)\)-scheme with 
\[
s = O\left(\frac{kn}{m}^{1/k}\right)
\]
and 
\[
t = O\left(\lg n + \lg \lg m + k\right),
\]
for any parameter \(k \geq 1\). This gives a scheme when the number of probes is larger than \(\lg n\). In this section, we look at schemes which require fewer number of probes albeit requiring more space.

For two element sets, Buhrman et al. [2] have given a non-adaptive scheme that uses 
\[
O\left(\frac{m}{n}\right)
\]
bits of space and answers queries using 3 probes. If the query scheme is adaptive, there is even a simpler structure. Our starting point is a generalization of this scheme for larger \(n\).

**Theorem 1.** There is an explicit adaptive \((n, m, s, t)\)-scheme with 
\[
t = \left\lfloor \lg(n + 1)\right\rfloor + 1
\]
and 
\[
s = (n + \left\lfloor \lg(n + 1)\right\rfloor)m^{1/2}.
\]

**Proof.** The structure consists of two parts. We divide the universe into blocks of size \(m^{1/2}\). The first part consists of a table \(T\) of size \(m^{1/2}\), each entry corresponding to a block. We call a block non-empty if at least one element from the given set falls into that block and empty otherwise. For each non-empty block, we store its rank (the number of non-empty blocks appearing before and including it) in the table entry of that block and store a string of zeroes for each empty block. Since the rank can be any number in the range \([1, \ldots, n]\) (and we store a zero for the empty blocks), we need \(\left\lfloor \lg(n + 1)\right\rfloor\) bits for storing each entry of the table \(T\).

In the second part, we store the bit vectors corresponding to each non-empty block in the order in which they appear in the first part. For convenience, we call the \(j\)th bit vector as table \(T_j\). Thus the total space required for the structure is at most 
\[
(n + \left\lfloor \lg(n + 1)\right\rfloor)m^{1/2}
\]
bits.

Every element \(x \in [m]\) is associated with \(l+1\) locations, where \(l\) is the number of non-empty blocks: 
\[
t(x) = \text{div}(x, m^{1/2})\]
in table \(T\) and 
\[
t_j(x) = \text{mod}(x, m^{1/2})
\]
in table \(T_j\) for \(1 \leq j \leq l\). Given an element \(x\), the query scheme first reads the entry \(j\) at location \(t(x)\) in table \(T\). If \(j = 0\), the scheme answers ‘No’. Otherwise it looks at the bit \(T_j(t_j(x))\) in the second part and answers ‘Yes’ if and only if it is a one.

If only two probes are allowed, Buhrman et al. [2] have shown that, any non-adaptive scheme must use \(m\) bits of space. For sets of size at most 2, they have also proved the existence of an adaptive scheme using 2 probes and \(O(m^{3/4})\) bits of space. We improve it to the following:

**Theorem 2.** There is an explicit adaptive scheme that stores sets of size at most 2 from a universe of size \(m\) using \(O(m^{2/3})\) bits and answers queries using 2 bit-probes.

**Proof.** Divide the universe into blocks of size \(m^{1/3}\) each. There are \(m^{2/3}\) blocks. Group \(m^{1/3}\) consecutive blocks into a superblock. There are \(m^{1/3}\) superblocks of size \(m^{2/3}\) each.
The storage scheme consists of three tables $T$, $T_0$ and $T_1$, each of size $m^{2/3}$ bits. Each element $x \in [m]$ is associated with three locations, $t(x)$, $t_0(x)$ and $t_1(x)$, one in each of the three tables, as defined below. Let $b = m^{2/3}$ and $b_1 = m^{1/3}$. Then, $t(x) = \text{div}(x, b)$, $t_0(x) = \text{mod}(x, b)$ and $t_1(x) = \text{div}(x, b) + \text{mod}(x, b_1)$. Given an element $x \in [m]$, the query scheme first looks at $T(t(x))$. If $T(t(x)) = j$, it looks at $T_j(t_j(x))$ and answers ‘Yes’ if and only if it is 1, for $j \in \{0, 1\}$.

To represent a set $\{x, y\}$, if both the elements belong to the same superblock (i.e. if $\text{div}(x, b) = \text{div}(y, b)$), then we set the bits $T(t(x))$ and $T(t(y))$ to 0, all other bits in $T$ to 1; $T_0(t_0(x))$ and $T_0(t_0(y))$ to 1 and all other bits in $T_0$ and $T_1$ to 0. In other words, we represent the characteristic vector of the superblock containing both the elements, in $T_0$, in this case.

Otherwise, if both the elements belong to different superblocks, we set $T(t(x))$, $T(t(y))$, $T_1(t_1(x))$ and $T_1(t_1(y))$ to 1 and all other bits in $T$, $T_0$ and $T_1$ to 0. In this case, each superblock has at most one non-empty block containing one element. So in $T_1$, for each superblock, we store the characteristic vector of the only non-empty block in it (if it exists) or any one block in it (which is a sequence of zeroes) otherwise. One can easily verify that the storage scheme is valid and that the query scheme answers membership queries correctly. □

One can immediately generalize this scheme for larger $n$ to prove the following. Notice that the number of probes is slightly smaller than that used in Theorem 1, though the space used is larger.

**Theorem 3.** There is an explicit adaptive $(n, m, s, t)$-scheme with $t = 1 + \lceil \lg([n/2] + 2) \rceil$ and $s = O(m^{2/3}(n/2 + \lg(n/2 + 2) + 1))$.

**Proof Sketch:** The idea is to distinguish superblocks containing at least 2 elements from those containing at most one element.

In the first level, if a superblock contains at least 2 elements, we store its rank among all superblocks containing at least 2 elements, with all its blocks. Since there can be at most $\lfloor n/2 \rfloor$ superblocks containing at least 2 elements, the rank can be any number in the range $\{1, \ldots, [n/2]\}$. For blocks which fall into superblocks containing at most one element, we store the number $[n/2] + 1$, if the block is non-empty and a sequence of $\lceil \lg([n/2] + 2) \rceil$ zeroes, otherwise.

The second level consists of $[n/2] + 1$ bit vectors of size $m^{2/3}$ each. We will store the characteristic vector of the $j$th superblock in the $j$th bit vector for $1 \leq j \leq l$, where $l$ is the number of superblocks containing at least 2 elements. We will store all zeroes in the bit vectors numbered $l + 1$ to $[n/2]$. In the $([n/2] + 1)$st bit vector, for each superblock we store the characteristic vector of the only non-empty block in it, if it has exactly one non-empty block or a sequence of zeroes otherwise.

On query $x$, we look at the first level entry of the block corresponding to $x$. We answer that the element is not present, if the entry is a sequence of zeroes. Otherwise, if it is a number $k$ in the range $[1, \ldots, [n/2]]$, we look at the corresponding location of $x$ in the $k$th bit vector in the second level (which stores the bit vector corresponding to the superblock containing $x$). Otherwise (if the
number is $\lfloor n/2 \rfloor + 1$), we look at the corresponding location of $x$ in the last bit vector and answer accordingly.

This can be further generalized as follows. In the first level, we will distinguish the superblocks having at least $k$ elements (for some integer $k$) from those with at most $k - 1$ elements in them. For superblocks having at least $k$ elements, we store the rank of that superblock among all such superblocks, in all the blocks of that superblock. For the other superblocks, we store the rank of the block among all non-empty blocks in that superblock, if the block is non-empty and a sequence of zeroes otherwise. The second level will have $b^{n/k} + k - 1$ bit vectors of length $m = 3^{\sqrt{n/2}}$ each where in the first $b^{n/k}$ bit vectors, we store the characteristic vectors of the at most $b^{n/k}$ superblocks containing at least $k$ elements in them (in the order of increasing rank) and pad the rest of them with zeroes. Each of the $(\lfloor n/k \rfloor + j)$th bit vectors, for $1 \leq j \leq k - 1$, stores one block for every superblock. This block is the $j$th non-empty block in that superblock, if that superblock contains at least $j$ non-empty blocks and at most $k - 1$ elements; we store a sequence of zeroes otherwise. The query scheme is straightforward. This results in the following.

**Corollary 1.** There is an explicit adaptive $(n, m, s, t)$-scheme with $t = 1 + \lfloor \lg(\lfloor n/k \rfloor + k) \rfloor$ and $s = O(m^{2/3}(n/k + \lg(n/k + k) + k))$.

Choosing $k = \lceil \sqrt{n} \rceil$, we get an explicit adaptive $(n, m, s, t)$-scheme with $t = 2 + \lfloor \frac{1}{2} \lg n \rfloor$ and $s = O(m^{2/3} \sqrt{n})$.

Actually, by choosing the block sizes to be $m^{1/3}(\lg n)^{2/3}$ and the sizes of the superblocks to be $m^{2/3}(\lg n)^{1/3}$ we get the following improved scheme:

**Corollary 2.** There is an explicit adaptive $(n, m, s, t)$-scheme with $t = 2 + \lceil \frac{1}{2} \lg n \rceil$ and $s = O(m^{2/3}(\lg n)^{1/3})$.

We generalize this to the following:

**Theorem 4.** There is an explicit adaptive $(n, m, s, t)$-scheme with $t = \lceil \frac{1}{k} \lg n \rceil + 1$ and $s = m^{k/(k+1)} \left( \lg k + \frac{1}{k} \lg n + kn^{1/k} \right)$, for $k \geq 1$.

**Proof.** We divide the universe into blocks of size $b$ (to be determined later) and construct a complete $b$-ary tree with these blocks at the leaves. Let the height of this tree be $k$. Thus, we have $m = b^{k+1}$ or $b = m^{1/(k+1)}$. Given a set $S$ of $n$ elements from the universe, we store it using a three level structure. We call a block non-empty if at least one element of the given set $S$ belongs to that block and call it empty otherwise. We define the height of a node in the tree to be the length of the path (the number of nodes in the path) from that node to any leaf in the subtree rooted at that node. Note that the height of the root is $k + 1$ and that of any leaf is one.

In the first level we store an index in the range $[0, \ldots, k - 1]$ corresponding to each block. Thus the first level consists of a table $B$ of size $b^k$ where each entry is a $\lfloor \lg k \rfloor$ bit number. The index stored for an empty block is 0. For a
non-empty block, we store the height \( h \leq k - 1 \) of its ancestor (excluding the root and the first level nodes of the tree) \( x \) of maximum height such that the total number of elements falling into all the blocks in the subtree rooted at node \( x \) is more than \( \lceil n^{h/k} \rceil \). This will be a number in the range \([0, \ldots, k - 1]\).

In the second level we store a number in the range \([1, \ldots, \lceil n^{1/k} \rceil - 1]\) corresponding to each block. Thus this level consists of a table \( T \) of size \( b^k \), each entry of which is a \( \lfloor \log n^{1/k} \rfloor \) bit number. The number stored for an empty block is 0. For a non-empty block, we store the following:

Observe that given any node \( x \) at height \( h \) which has at most \( \lceil n^{h/k} \rceil \) elements from the set, the number of its children which have more than \( \lceil n^{(h-1)/k} \rceil \) elements from the set is less than \( \lceil n^{1/k} \rceil \). Suppose the index stored for a block is \( l \). It means that the ancestor \( x \) of that block at height \( l \) has more than \( \lceil n^{1/k} \rceil \) elements and the ancestor \( y \) at height \( l + 1 \) has at most \( \lceil n^{(l+1)/k} \rceil \) elements. Hence \( y \) can have less than \( \lceil n^{1/k} \rceil \) children which have more than \( \lceil n^{1/k} \rceil \) elements. Call these the ‘large’ children. With all the leaves rooted at each large child of \( y \), we store the rank of that child among all large children (from left to right) in the second level.

In the third level, we have \( k \) tables, each of size \( \lceil n^{1/k} \rceil m/b \) bits. The \( i \)th table stores the representations of all blocks whose first level entry (in table \( B \)) is \( i \). We think of the \( i \)th table as a set of \( \lfloor n^{1/k} \rfloor \) bit vectors, each of length \( m/b \). Each of these bit vectors in the \( i \)th level stores the characteristic vector of a particular child for each node at height \( i \) of the tree, in the left to right order. For each block (of size \( b \)) with first level entry \( i \) and second level entry \( j \), we store the characteristic vector of that block in the \( j \)th bit vector of the \( i \)th table at the location corresponding to its block of size \( b^{k-i} \). We store zeroes (i.e. the characteristic vector of an empty block of appropriate size) at all other locations not specified above.

Every element \( x \in [m] \) is associated with \( k + 2 \) locations \( b(x), t(x) \) and \( t_i(x) \) for \( 0 \leq i \leq k - 1 \), as defined below: \( b(x) = t(x) = \text{div}(x, b), \ t_i(x) = \text{mod} (\text{div}(x, b^{k-i}) b^i + \text{mod}(x, b^i), b^k) \).

Given an element \( x \), the query scheme first reads \( i = B(b(x)) \) and \( j = T(t(x)) \) from the first two levels of the structure. If \( j = 0 \), it answers ‘No’. Otherwise, it reads the \( j \)th bit in the table entry at location \( t_i(x) \) in the \( T_i \) and answers ‘Yes’ if and only if it is 1.

The space required for the structure is \( s = b^k (\lfloor \log k \rfloor + \lceil \frac{1}{k} \log n \rceil + \frac{m}{b} \lceil n^{1/k} \rceil) \) bits. Substituting \( b = m^{1/(k+1)} \) makes the space complexity to be \( m^{k/(k+1)} (\lceil \log k \rceil + \lceil \frac{1}{k} \log n \rceil + kn^{1/k}) \). The number of probes required to answer a query is \( t = \lfloor \log k \rfloor + \lceil \frac{1}{k} \log n \rceil + 1 \). \( \square \)

One can slightly improve the space complexity of the above structure by choosing non-uniform block sizes and making the block sizes (branching factors at each level, in the above tree structure) to be a function of \( n \). More precisely, by choosing the branching factor of all the nodes at level \( i \) in the above tree structure to be \( b_i \), where \( b_i = m^{1-i+1} \left( \lfloor \log k \rfloor + \lceil \frac{1}{k} \log n \rceil \right)^i/(k+1) \), we get
Corollary 3. There is an explicit adaptive \((n, m, s, t)-scheme\) with \(t = \lceil \lg k \rceil + \lceil \frac{1}{k} \lg n \rceil + 1\) and \(s = (k + 1)m^{k/(k+1)} \left( n \left( \lceil \lg k \rceil + \lceil \lg n^{1/k} \rceil \right) \right)^{1/(k+1)}\), for \(k \geq 1\).

By setting \(k = \lg n\), we get

Corollary 4. There is an explicit adaptive \((n, m, s, t)-scheme\) with \(t = \lceil \lg \lg n \rceil + 2\) and \(s = o(m)\) when \(n = O(m^{1/\lg \lg m})\).

In the above adaptive scheme we first read \(\lceil \lg k \rceil + \lceil \frac{1}{k} \lg n \rceil\) bits from the structure, and depending on these bits we look at one more bit in the next level to determine whether the query element is present. An obvious way to make this scheme non-adaptive is to read the \(\lceil \lg k \rceil + \lceil \frac{1}{k} \lg n \rceil\) bits and all possible \(k \lceil n^{1/k} \rceil\) bits (in the next level) and determine the membership accordingly. Thus we get an explicit non-adaptive \((n, m, s, t)-scheme\) with \(t = \lceil \lg k \rceil + \lceil \frac{1}{k} \lg n \rceil + k \lceil n^{1/k} \rceil\) and \(s = tm^{k/(k+1)}\). By setting \(k = \lceil \lg n \rceil\) in this, we get a non-adaptive scheme with \(t = O(\lg n)\) and \(s = o(m)\).

These schemes give the best known explicit adaptive and non-adaptive schemes respectively for general \(n\) using \(o(m)\) bits.

4 Lower Bounds

Buhrman et al. have shown that for any \((n, m, s, t)\) scheme \(s\) is \(\Omega(n tm^{1/t})\). One can achieve this bound easily for \(n = 1\). They have also shown that for \(n \geq 2\) any two probe non-adaptive scheme must use at least \(m\) bits of space. In this section, we show a space lower bound of \(\Omega(m^{2/3})\) bits for a restricted class of adaptive schemes using two probes, for \(n \geq 2\). Combining this with the upper bound of Theorem 2, this gives a tight lower bound for this class of restricted schemes. We conjecture that the lower bound applies even for unrestricted schemes. We also show a lower bound of \(\Omega(m)\) bits for this restricted class of schemes for \(n \geq 3\).

Any two-probe \(O(s)\) bit adaptive scheme to represent sets of size at most 2 from a universe \(U\) of size \(m\), can be assumed to satisfy the following conditions (without loss of generality):

1. It has three tables \(A\), \(B\) and \(C\) each of size \(s\) bits.
2. Each \(x \in U\) is associated with three locations \(a(x), b(x)\) and \(c(x)\).
3. On query \(x\), the query scheme first looks at \(A(a(x))\). If \(A(a(x)) = 0\) then it answers ‘Yes’ if and only if \(B(b(x)) = 1\) else if \(A(a(x)) = 1\) then it answers ‘Yes’ if and only if \(C(c(x)) = 1\).
4. Let \(A_i = \{x \in [m] : a(x) = i\}\), \(B_i = \{b(x) : x \in A_i\}\) and \(C_i = \{c(x) : x \in A_i\}\) for \(1 \leq i \leq s\). For all \(1 \leq i \leq s\), \(|B_i| = |A_i|\) or \(|A_i| = |C_i|\). I.e. the set of elements looking at a particular location in table \(A\) will all look at a distinct locations in one of the tables, \(B\) and \(C\). (Otherwise, let \(x, y, x', y' \in A_i\), \(x \neq y\) and \(x' \neq y'\) be such that \(b(x) = b(y)\) and \(c(x') = c(y')\). Then we can not represent the set \(\{x, x'\}\).)
5. Each location of $A$, $B$ and $C$ is looked at by at least two elements of the universe, unless $s \geq m$. (If a location is looked at by only one element, then set that location to 1 or 0 depending on whether the corresponding element is present or not; we can remove that location and the element out of our scheme.)

6. There are at most two ones in $B$ and $C$ put together.

Define the following restrictions:

- R1. For $x, y \in [m]$, $x \neq y$, $a(x) = a(y) \Rightarrow b(x) \neq b(y)$ and $c(x) \neq c(y)$.
- R2. For $i, j \in [s], i \neq j$, $B_i \cap B_j \neq \emptyset \Rightarrow C_i \cap C_j = \emptyset$.
- R3. Either $B$ or $C$ is all zeroes.

We show that if an adaptive $(2, m, s, 2)$ scheme satisfies R3 (or equivalently R1 and R2, as we will show), then $s$ is $\Omega\left(\frac{m^2}{3}\right)$. Note that the scheme given in Theorem 2 satisfies all these three conditions. We then show that if an adaptive $(n, m, s, 2)$ scheme for $n \geq 3$ satisfies R3, then $s \geq m$.

**Theorem 5.** If an adaptive $(2, m, s, 2)$ scheme satisfies condition R3, then $s$ is $\Omega\left(\frac{m^2}{3}\right)$.

**Proof.** We first show that (R3 $\Rightarrow$ R1 and R2) and then show that (R1 and R2 $\Rightarrow$ $s$ is $\Omega\left(\frac{m^2}{3}\right)$).

Let $a(x) = a(y)$ and $b(x) = b(y)$ for $x, y \in [m], x \neq y$. Consider an element $z \neq x$ such that $c(x) = c(z)$ (such an element exists by condition 5 above). Now, the set $\{y, z\}$ cannot be represented satisfying R3. Thus we have, R3 $\Rightarrow$ R1.

Again, let $a(x_1) = a(x_2) = i$, $a(y_1) = a(y_2) = j$, $b(x_1) = b(y_1)$ and $c(x_2) = c(y_2)$ (so that R2 is violated). Then, the set $\{x_2, y_1\}$ cannot be represented satisfying R3. Thus we have, R3 $\Rightarrow$ R2.

Observe that R1 implies

$$|A_i| = |B_i| = |C_i|, \ \forall i, 1 \leq i \leq s. \ \ (1)$$

Hence

$$\sum_{i=1}^{s} |B_i| = \sum_{i=1}^{s} |A_i| = m. \ \ (2)$$

By R2, the sets $B_i \times C_i$ are disjoint (no pair occurs in two of these Cartesian products). Thus, by Equation (1), $\sum_{i=1}^{s} |B_i|^2 \leq s^2$. By Cauchy-Schwarz, $s(\sum_{i=1}^{s} |B_i|/s)^2 \leq \sum_{i=1}^{s} |B_i|^2 \leq s^2$. By Equation (2), $\sum_i |B_i| = m$. Thus, $m^2/s \leq s^2$ or $s \geq m^2/3$.

**Remark:** We observe that, in fact the condition R3 is equivalent to R1 and R2. To show this, it is enough to prove that R1 and R2 $\Rightarrow$ R3. We argue that any scheme that satisfies R1 and R2 can be converted into a scheme that satisfies R3 also.
Consider any scheme which satisfies R1 and R2 but not R3. So, there exists a set \( \{x, y\} \) such that \( a(x) \neq a(y) \) for which the scheme stores this set as follows (without loss of generality): \( A(a(x)) = 0, A(a(y)) = 1, B(b(x)) = 1, C(c(y)) = 1, A(a(z)) = 1 \) for all \( z \) for which \( b(z) = b(x), A(a(z)) = 0 \) for all \( z \) for which \( c(z) = c(y) \) and all other locations as zeroes.

Let \( a(x) = i \) and \( a(y) = j \). If \( B_i \cap B_j = \emptyset \) then we can store this set as follows: \( A(a(x)) = A(a(y)) = 0, B(b(x)) = B(b(y)) = 1 \) and all other entries in \( A \) as 1s, and all entries in \( B \) and \( C \) as zeroes, satisfying R3. Condition R1 (and the fact that \( B_i \cap B_j = \emptyset \)) ensures that this is a valid scheme to represent the set \( \{x, y\} \).

If \( B_i \cap B_j \neq \emptyset \), then R2 ensures that \( C_i \cap C_j = \emptyset \). In this case, to store the set \( \{x, y\} \) we can set \( A(a(x)) = A(a(y)) = 1, C(c(x)) = C(c(y)) = 1 \) and all other entries as zeroes, satisfying R3.

We now show the following.

**Theorem 6.** If an adaptive \((n, m, s, 2)\) scheme, for \( n \geq 3 \) satisfies condition R3, then \( s \geq m \).

**Proof.** We first observe that any two probe adaptive scheme satisfies conditions 1 to 5 of the adaptive schemes for sets of size at most 2. Consider an adaptive \((3, m, s, 2)\) scheme with \( s < m \). One can find five elements \( x, y, y', z \) and \( z' \) from the universe such that \( a(y) = a(y'), a(z) = a(z'), b(x) = b(y) \) and \( c(x) = c(z) \). (Start by fixing \( x, y, z \) and then fix \( x' \) and \( y' \).) Existence of such a situation is guaranteed by condition 5, as \( s < m \). Then we can not represent the set \( \{x, y', z'\} \) satisfying R3, contradicting the assumption. Hence, \( s \geq m \). \( \Box \)

## 5 Conclusions

We have given several deterministic explicit schemes for the membership problem in the bit probe model for small values of \( t \). Our main goal is to achieve \( o(m) \) bit space and answer queries using as few probes as possible. We could achieve \( \lceil \lg \lg n \rceil + 2 \) adaptive probes through an explicit scheme, though it is known (probabilistically) that one can get a \( o(m) \) bit structure which uses only 5 probes to answer queries. It is a challenging open problem to come up with explicit scheme achieving this bound. We conjecture that one can not get a three probe \( o(m) \) bit structure.

One can also fix some space bound and ask for the least number of probes required to answer the queries. For example, if \( s = O(n\sqrt{m}) \), Theorem 1 gives a \( \lg(n+1) + 1 \) probe adaptive scheme. It would be interesting to see if this can be improved. Also this scheme immediately gives an \( n + O(\lg n) \) probe non-adaptive scheme, with the same space bound. Demaine et al. \footnote{9} have improved this to an \( O(\sqrt{n\lg n}) \) probe non-adaptive scheme with \( s = O(\sqrt{mn\lg n}) \).
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Abstract. Bloom filtering is an important technique for space efficient storage of a conservative approximation of a set $S$. The set stored may have up to some specified number of “false positive” members, but all elements of $S$ are included. In this paper we consider lossy dictionaries that are also allowed to have “false negatives”. The aim is to maximize the weight of included keys within a given space constraint. This relaxation allows a very fast and simple data structure making almost optimal use of memory. Being more time efficient than Bloom filters, we believe our data structure to be well suited for replacing Bloom filters in some applications. Also, the fact that our data structure supports information associated to keys paves the way for new uses, as illustrated by an application in lossy image compression.

1 Introduction

Dictionaries are part of many algorithms and data structures. A dictionary provides access to information indexed by a set $S$ of keys: Given a key, it returns the associated information or reports that the key is not in the set. In this paper we will not be concerned with updates, i.e., we consider the static dictionary problem. The main parameters of interest are of course the space used by the dictionary and the time for looking up information. We will assume keys as well as the information associated with keys to have a fixed size.

A large literature has grown around the problem of constructing efficient dictionaries, and theoretically satisfying solutions have been found. Often a slightly easier problem has been considered, namely the membership problem, which is the dictionary problem without associated information. It is usually easy to derive a dictionary from a solution to the membership problem, using extra space corresponding to the associated information. In this paper we are particularly interested in dictionary and membership schemes using little memory. Let $n$ denote the size of the key set $S$. It has been shown that when keys are $w$-bit machine words, lookups can be performed in constant time in a membership
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data structure occupying $B + o(B)$ bits of memory, where $B = \log \binom{2^w}{n}$ is the minimum amount of memory needed to be able to represent any subset of size $n$ \cite{2} (logarithms in this paper are base 2). However, constant factors in the lower order term and lookup time make this and similar schemes less than one could hope for from an applied point of view. Also, difficulty of implementation is an obstacle to practical use. In total, current schemes with asymptotically optimal space usage appear to be mainly of theoretical interest.

If one relaxes the requirements to the membership data structure, allowing it to store a slightly different key set than intended, new possibilities arise. A technique finding many applications in practice is Bloom filtering \cite{1}. This technique allows space-efficient storage of a superset $S'$ of the key set $S$, such that $S' \setminus S$ is no more than an $\epsilon$ fraction of $\{0, 1\}^w$. For $n \ll 2^w$, about $\log(1/\epsilon)$ bits per key in $S$ are necessary and sufficient for this \cite{1}. This is a significant savings compared to a membership data structure using $B \approx n \log(\frac{2^w}{\epsilon})$ bits. Lookup of a key using Bloom filtering requires $O(\log(1/\epsilon))$ memory accesses and is thus relatively slow compared to other hashing schemes when $\epsilon$ is small. Bloom filtering has applications in, for example, cooperative caching and differential files, where one wants no more than a small chance that an expensive operation is performed in vain. Bloom filtering differs from most other hashing techniques in that it does not yield a solution to the dictionary problem.

1.1 This Paper

In this paper we introduce the concept of lossy dictionaries that can have not only false positives (like Bloom filters), but also false negatives. That is, some keys in $S$ (with associated information) are thrown away when constructing the dictionary. For false positives there is no guarantee on the associated information returned. We let each key in $S$ have a weight, and try to maximize the sum of weights of keys in the dictionary under a given space constraint. This problem, with no false positives allowed, arises naturally in lossy image compression, and is potentially interesting for caching applications. Also, a dictionary with two-sided errors could take the place of Bloom filters in cooperative caching.

We study this problem on a unit cost RAM, in the case where keys are machine words of $w$ bits. We examine a very simple and efficient data structure from a theoretical as well as an experimental point of view. Experimentally we find that our data structure has surprisingly good behavior with respect to keeping the keys of largest weight. The experimental results are partially explained by our theoretical considerations, under strong assumptions on the hash functions involved. Specifically, we assume in our RAM model that for a number of random functions, arbitrary function values can be returned in constant time by an oracle.

1.2 Related Work

Most previous work related to static dictionaries has considered the membership problem on a unit cost RAM with word size $w$. The first membership data
structure with worst case constant lookup time using $O(n)$ words of space was constructed by Fredman et al. \[7\]. For constant $\delta > 0$, the space usage is $O(B)$ when $2^w > n^{1+\delta}$, but in general the data structure may use space $\Omega(Bw)$. The space usage has been lowered to $B + o(B)$ bits by Brodnik and Munro \[2\]. The lower order term was subsequently improved to $o(n) + O(\log w)$ bits by the first author \[11\]. The main concept used in the latter paper is that of a quotient function $q$ of a hash function $h$, defined simply to be a function such that the mapping $k \mapsto (h(k), q(k))$ is injective.

The membership problem with false positives was first considered by Bloom \[1\]. Apart from Bloom filtering the paper presents a less space efficient data structure that is readily turned into a lossy dictionary with only false positives. However, the space usage of the derived lossy dictionary is not optimal. Carter et al. \[4\] provided a lower bound of $n \log(1/\epsilon)$ bits on the space needed to solve membership with an $\epsilon$ fraction of false positives, for $n \ll 2^w$, and gave data structures with various lookup times matching or nearly matching this bound. Though none of the membership data structures have constant lookup time, such a data structure follows by plugging the abovementioned results on space optimal membership data structures \[211\] into a general reduction provided in \[4\]. In fact, the dictionary of \[11\] can be easily modified to a lossy dictionary with false positives, thus also supporting associated information, using $O(n + \log w)$ bits more than the lower bound.

Another relaxation of the membership problem was recently considered by Buhrman et al. \[3\]. They store the set $S$ exactly, but allow the lookup procedure to use randomization and to have some probability of error. For two-sided error $\epsilon$ they show that there exists a data structure of $O(nw/\epsilon^2)$ bits in which lookups can be done using just one bit probe. To do the same without false negatives it is shown that $O(n^2 w/\epsilon^2)$ bits suffice and that this is essentially optimal. Schemes using more bit probes and less space are also investigated. If one fixes the random bits of the lookup procedure appropriately, the result is a lossy dictionary with error $\epsilon$. However, it is not clear how to fix the parameters in a reasonable model of computation.

2 Lossy Dictionaries

Consider a set $S$ containing keys $k_1, \ldots, k_n$ with associated information $a_1, \ldots, a_n$ and positive weights $v_1, \ldots, v_n$. Suppose we are given an upper bound $m$ on available space and an error parameter $\epsilon$. The lossy dictionary problem for $\epsilon = 0$ is to store a subset of the keys in $S$ and corresponding associated information in a data structure of $m$ bits, trying to optimize the sum of weights of included keys, referred to as the value. For general $\epsilon$ we allow the dictionary to contain also $2^w \epsilon$ keys from the complement of $S$. In this section we show the following theorem.

**Theorem 1.** Let a sequence of keys $k_1, \ldots, k_n \in \{0, 1\}^w$, associated information $a_1, \ldots, a_n \in \{0, 1\}^l$, and weights $v_1 \geq \cdots \geq v_n > 0$ be given. Let $r > 0$ be an
The arrangement of keys was shown to be computable in expected linear time.

For small $h$ to together with two hash functions $q_1, q_2 : \{0, 1\}^w \to \{0, 1\}^s \setminus 0^s$. There is a lossy dictionary with the following properties:

1. The space usage is $r(s-b+l)$ bits (two tables with $r/2$ cells of $s-b+l$ bits).
2. The fraction of false positives is bounded by $\epsilon \leq (2^b-1)r/2^w$.
3. The expected weight of the keys in the set stored is $\sum_i p_{r,i} v_i$ where
   \[ p_{r,i} \geq \begin{cases} 1 - 52r^{-1}/(r/2)^i - 1, & \text{for } i < r/2 \\ 2(1 - 2/r)^{i-1} - (1 - 2/r)^{2(i-1)}, & \text{for } i \geq r/2 \end{cases} \]
   is the probability that $k_i$ is included in the set.
4. Lookups are done using at most two (independent) accesses to the tables.
5. It can be constructed in time $O(n \log^* n + rl/w)$.

As discussed in Sect. 2.1 there exist quotient functions for $s = w - \log r + O(1)$ if the hash functions map approximately the same number of elements to each value in $\{1, \ldots, r/2\}$. The inequality in item 2 is satisfied for $b = \lceil \log(2^w \epsilon/r + 1) \rceil$, so for $s = w - \log r + O(1)$ an $\epsilon$ fraction of false positives can be achieved using space $r(\log(\epsilon + r/2^w) + l + O(1))$. As can be seen from item 3 almost all of the keys $\{k_1, \ldots, k_{r/2}\}$ are expected to be included in the set represented by the lossy dictionary. For $i \geq r/2$ our bound on $p_{i,r}$ is shown in Fig. 1 of Sect. 3 together with experimentally observed probabilities. If $n \geq r$ and $r$ is large enough it can be shown by integration that, in the expected sense, more than 70% of the keys from $\{k_1, \ldots, k_r\}$ are included in the set (our experiments indicate 84%). We show in Sect. 2.5 that the amount of space we use to achieve this is within a small constant factor of optimal.

Note that by setting $b = 0$ we obtain a lossy dictionary with no false positives. Another point is that given a desired maximum space usage $m$ and false positive fraction $\epsilon$, the largest possible size $r$ of the tables can be chosen efficiently.

2.1 Preliminaries

The starting point for the design of our data structure is a static dictionary recently described in [12]. In this dictionary, two hash tables $T_1$ and $T_2$ are used together with two hash functions $h_1, h_2 : \{0, 1\}^w \to \{1, \ldots, r/2\}$, where $r$ denotes the combined size of the hash tables, assumed to be even. A key $x \in S$ is stored in either cell $h_1(x)$ of $T_1$ or cell $h_2(x)$ of $T_2$. It was shown that if $r \geq (2+\delta)n$, for $\delta > 0$, and $h_1, h_2$ are random functions, there exists a way of arranging the keys in the tables according to the hash functions with probability at least $1 - \frac{52}{12r}$. For small $\delta$ this gives a dictionary utilizing about 50% of the hash table cells. The arrangement of keys was shown to be computable in expected linear time.

Another central concept is that of quotient functions. Recall that a quotient function $q$ of a hash function $h$ is a function such that the mapping $k \mapsto (h(k), q(k))$ is injective [11]. When storing a key $k$ in cell $h(k)$ of a hash
table, it is sufficient to store $q(k)$ to uniquely identify $k$ among all other elements hashing to $h(k)$. To mark empty cells one needs a bit string not mapped to by the quotient function, e.g., $0^s$ for the quotient functions of Theorem 1. The idea of using quotient functions is, of course, that storing $q(k)$ may require fewer bits than storing $k$ itself. If a fraction $O(1/r)$ of all possible keys hashes to each of $r$ hash table cells, there is a quotient function whose function values can be stored in $w - \log r + O(1)$ bits. This approach was used in [11] to construct a dictionary using space close to the information theoretical minimum. As an example, we look at a hash function family from [6] mapping from $\{0, 1\}^w$ to $\{0, 1\}^t$. It contains functions of the form $h_a(k) = (ak \mod 2^w) \div 2^{w-t}$ for $a$ odd and $0 \leq a < 2^w$. Letting bit masks and shifts replace modulo and division these hash functions can be evaluated very efficiently. A corresponding family of quotient functions is given by $q_a(k) = (ak \mod 2^w) \mod 2^{w-t}$, whose function values can be stored in $w - \log r$ bits.

2.2 Our Data Structure

The idea behind our lossy dictionary, compared to the static dictionary of [12] described above, is to try to fill the hash tables almost completely, working with key sets of size similar to or larger than $r$. Each key has two hash table cells to which it can be matched. Thus, given a pair of hash functions, the problem of finding a maximum value subset of $S$ that can be arranged into the hash tables is a maximum weight matching problem that can be solved in polynomial time, see e.g. [5]. In Sect. 2.3 we will present an algorithm that finds such an optimal solution in time $O(n \log^* n)$, exploiting structural properties. The term $O(rl/w)$ in the time bound of Theorem 1 is the time needed to copy associated information to the tables. Assume for now that we know which keys are to be represented in which hash table cells.

For $b = 0$ we simply store quotient function values in nonempty hash table cells and $0^s$ in empty hash table cells, using $s$ bits per cell. For general $b$ we store only the first $s - b$ bits. Observe that no more than $2^b$ keys with the same hash function value can share the first $s - b$ bits of the quotient function value. This means that there are at most $2^b - 1$ false positives for each nonempty cell. Since $0^s$ is not in the range, this is also true for empty cells. In addition to the $s - b$ bits, we use $l$ bits per cell to store associated information.

We now proceed to fill in the remaining details on items 3 and 5 of Theorem 1.

2.3 Construction Algorithm

First note that it may be assumed without loss of generality that weights are distinct. If there are consecutive equal weights $v_j = \cdots = v_k$, we can imagine making them distinct by adding positive integer multiples of some quantity $\delta$ much smaller than the difference between any pair of achievable values. For sufficiently small $\delta$, the relative ordering of the values of any two solutions with distinct values will not change.
When weights are distinct, the set of keys in an optimal solution is unique, as shown in the following lemma:

**Lemma 2.** Suppose that weights are distinct. For $1 \leq i \leq n$, an optimal solution includes key $k_i$ if and only if there is an optimal solution for the set $\{k_1, \ldots, k_{i-1}\}$ such that cell $h_1(k_i)$ of $T_1$ or cell $h_2(k_i)$ of $T_2$ is empty. In particular, the set of keys included in an optimal solution is unique.

**Proof.** We proceed by induction on $n$. For $n = 1$ the claim is obvious. In general, the claim follows for $i < n$ by using the induction hypothesis on the set $\{k_1, \ldots, k_i\}$. For $i = n$ consider the unique set $K$ of keys included in an optimal solution for $\{k_1, \ldots, k_{n-1}\}$. If there is an arrangement of $K$ not occupying both cell $h_1(k_n)$ of $T_1$ and cell $h_2(k_n)$ of $T_2$, we may add the key $k_n$ to the arrangement which must yield an optimal arrangement. On the other hand, if all arrangements of $K$ occupy both cell $h_1(k_n)$ of $T_1$ and cell $h_2(k_n)$ of $T_2$, there is no way of including $k_n$ without discarding a key in $K$. However, this would yield a lower value and hence cannot be optimal. \qed

Given hash functions $h_1$ and $h_2$ and a key set $K$, we define the bipartite graph $G(K)$ with vertex set $\{1, 2\} \times \{1, \ldots, r/2\}$, corresponding in a natural way to hash table cells, and the multiset of edges $\{(1, h_1(k)), (2, h_2(k))\} \mid k \in K$, corresponding to keys. Note that there may be parallel edges if several keys have the same pair of hash function values. We will use the terms keys/edges and cells/vertices synonymously. Define a connected component of $G(K)$ to be *saturated* if the number of edges is greater than or equal to the number of vertices, i.e., if it is not a tree. We have the following characterization of the key set of the optimal solution:

**Lemma 3.** Suppose that weights are distinct. The optimal solution includes key $k_i$ if and only if at least one of $(1, h_1(k_i))$ and $(2, h_2(k_i))$ is in a non-saturated connected component of $G(\{k_1, \ldots, k_{i-1}\})$.

**Proof.** By Lemma 2, it is enough to show that the keys included in an optimal solution for a set of keys $K$ can be arranged such that cell $z$ is empty if and only if the connected component of $z$ in $G(K)$ is not saturated. Consider the key set $K'$ in an optimal solution for $K$. For every subset $H \subseteq K'$ it must hold that $|h_1(H)| + |h_2(H)| \geq |H|$ since otherwise not all keys could have been placed. Thus, a connected component with key set $C$ is saturated if and only if $|h_1(C \cap K')| + |h_2(C \cap K')| = |C \cap K'|$. In particular, when arranging the keys of $C \cap K'$, where $C$ is the set of keys of a saturated component, every cell in the connected component must be occupied. On the other hand, suppose there is no arrangement of $K'$ such that, say cell number $i$ of $T_1$, is empty. Hall’s theorem says that there must be a set $H \subseteq K'$ such that $|h_1(H)\setminus\{i\}| + |h_2(H)| < |H|$. In fact, as no other connected components are affected by blocking $z$, we may chose $H$ as a subset of the keys in the connected component of $z$. But then the graph of edges in $H$ must contain a cycle, meaning that the connected component is saturated. The case of $z$ being in $T_2$ is symmetrical. \qed
The lemma implies that the following algorithm finds the key set \( S' \) of the optimal solution, given keys sorted according to decreasing weight.

1. Initialize a union-find data structure for the cells of the hash tables.
2. For each equivalence class, set a “saturated” flag to \texttt{false}.
3. For \( i = 1, \ldots, n \):
   a) Find the equivalence class \( c_b \) of cell \( h_b(k_i) \) in \( T_b \), for \( b = 1, 2 \).
   b) If \( c_1 \) or \( c_2 \) is not saturated:
      i. Include \( k_i \) in the solution.
      ii. Join \( c_1 \) and \( c_2 \) to form an equivalence class \( c \).
      iii. Set the saturated flag of \( c \) if \( c_1 = c_2 \) or if the flag is set for \( c_1 \) or \( c_2 \).

In the loop, equivalence classes correspond to the connected components of the graph \( G(\{k_1, \ldots, k_{i-1}\}) \). There is a simple implementation of a union-find data structure for which operations take \( O(\log^* n) \) amortized time; see [10] which actually gives an even better time bound.

What remains is arranging the optimal key set \( S' \) in the tables. Consider a vertex in \( G(S') \) of degree one. It is clear that there must be an arrangement such that the corresponding cell contains the key of the incident edge. Thus, one can iteratively handle edges incident to vertices of degree one and delete them. As we remove the same number of edges and vertices from each connected component, the remaining graph consists of connected components with no more edges than vertices and no vertices of degree one, i.e., cycles. The arrangement of edges in a cycle follows as soon as one key has been put (arbitrarily) into one of the tables. The above steps are easily implemented to run in linear time. This establishes item 5 of Theorem 1.

### 2.4 Quality of Solution

We now turn to the problem of estimating the quality of the solution. Again we will use the fact that weights can be assumed to be unique. A consequence of Lemma 2 is that the set of keys in an optimal solution does not depend on the actual weights, but only on the sequence of hash function values. Thus, the expected value of the optimal solution is \( \sum_{i=1}^{n} p_{r,i} v_i \), where \( p_{r,i} \) is the probability that the \( i \)th key is included in the optimal set of keys.

Lemma 2 says that if \( \{k_1, \ldots, k_i\} \) can be accommodated under the given hash functions, they are included in an optimal solution. Using the earlier mentioned result of [12] on \( \{k_1, \ldots, k_i\} \) with \( \delta = \frac{r/2}{i} - 1 \), we have that for \( i < r/2 \) this happens with probability at least \( 1 - 52 r^{-1}/(\frac{r/2}{i} - 1) \). In particular, \( p_{r,i} \) is at least this big.

For \( i \geq r/2 \) we derive a lower bound on \( p_{r,i} \) as follows. If one of the vertices \((1, h_1(k_i)) \) and \((2, h_2(k_i)) \) in \( G(\{k_1, \ldots, k_{i-1}\}) \) is isolated, it follows by Lemma 3 that \( k_i \) is in the optimal solution. Under the assumption that hash function values are truly random, \( G(\{k_1, \ldots, k_{i-1}\}) \) has \( i-1 \) randomly and independently chosen edges. Thus, we have the bound \( p_{r,i} \geq 1 - (1 - (1 - 2/r)^{i-1})^{2} = 2(1 - 2/r)^{i-1} - (1 - 2/r)^{2(i-1)} \approx 2e^{-i/r} - e^{-2i/r} \). This concludes the proof of Theorem 1.
2.5 A Lower Bound

This section gives a lower bound on the amount of memory needed by a lossy dictionary with an $\epsilon$ fraction of false positives and $\gamma n$ false negatives. Our proof technique is similar to that used for the lower bound in [4] for the case $\gamma = 0$.

**Proposition 4.** For $0 < \epsilon < 1/2$ and $0 < \gamma < 1$, a lossy dictionary representing a set $S \subseteq \{0,1\}^w$ of $n \leq 2^{w-1}$ keys with at most $2^w \epsilon$ false positives and at most $\gamma n$ false negatives must use space at least

$$(1 - \gamma) n \log \left( \frac{1}{\epsilon + n/2^w} \right) - O(n) \text{ bits.}$$

**Proof.** We can assume without loss of generality that $\gamma n$ is integer. Consider the set of all data structures used for the various subsets of $n$ elements from $\{0,1\}^w$. Any of these data structures must represent a set of at most $2^w + n$ keys, in order to meet the requirement on the number of false positives. Thus, the number of $n$-element sets having up to $\gamma n$ keys not in the set represented by a given data structure is at most $\sum_{i=0}^{\gamma n} \binom{2^w+n}{2^w} \cdot \frac{2^w}{(2^w-n+i)} \leq n \binom{2^w+n}{n-\gamma n} \binom{2^w}{\gamma n}$. To represent all $\binom{2^w}{n}$ key sets one therefore needs space at least

$$\log \binom{2^w}{n} - \log \left( n \binom{2^w+n}{(1-\gamma)n} \binom{2^w}{\gamma n} \right) \geq \log \left( \frac{2^w}{n} \right) - \log \left( n \frac{(2^w+n)\epsilon}{(1-\gamma)n} \right) \frac{2^w \epsilon}{\gamma n} \gamma n
= n \log \left( \frac{(1-\gamma)/\epsilon}{\epsilon + n/2^w} \right) - \gamma n \log \frac{(1-\epsilon)(1-\gamma)}{\gamma (\epsilon + n/2^w)} - \log n .$$

The argument is concluded by first using $\gamma n \log(1/\gamma) = O(n)$, then merging the two first terms, and finally using $(1-\gamma)n \log(1-\gamma) = O(n)$. $\square$

In the discussion following Theorem 1 we noted that if there are quotient functions with optimal range, the space usage of our scheme is $n \log(\frac{1}{\epsilon + n/2^w}) + O(n)$ when tables of combined size $n$ are used. The expected fraction $\gamma$ of false negatives is less than $3/10$ by Theorem 1. This means that our data structure uses within $O(n)$ bits of $10/7$ times the lower bound. The experiments described in Sect. 3 indicate that the true factor is less than $6/5$.

2.6 Using More Tables

We now briefly look at a generalization of the two table scheme to schemes with more tables. Unfortunately the algorithm described in Sect. 3 does not seem to generalize to more than two tables. An optimal solution can again be found using maximum weight matching, but the time complexity of this solution is not attractive. Instead we can use a variant of the cuckoo scheme described by the authors in [13], attempting to insert keys in order $k_1, \ldots, k_n$. For two tables
an insertion attempt for \( k_i \) works as follows: We store \( k_i \) in cell \( h_1(k_i) \) of \( T_1 \) pushing the previous occupant, if any, away and thus making it nestless. If cell \( h_1(k_i) \) was free we are done. Otherwise we insert the new nestless element in \( T_2 \), possibly pushing out another element. This continues until we either find a free cell or loop around unable to find a free cell, in which case \( k_i \) is discarded. It follows from [13] and the analysis in Sect. 2.3 that this algorithm finds an optimal solution, though not as efficiently as the algorithm given in Sect. 2.2. When using three or more tables it is not obvious in which of the tables one should attempt placing the “nestless” key. One heuristic that works well is to simply pick one of the two possible tables at random. It is interesting to compare this heuristic to a random walk on an expander graph, which will provably cross any large subset of the vertices with high probability.

The main drawback of using three tables is, of course, that another memory probe is needed for lookups. Furthermore, as the range of the hash functions must be smaller than when using two tables, the smallest possible range of quotient functions is larger, so more space may be needed for each cell.

3 Experiments

An important performance parameter of our lossy dictionaries is the ability to store many keys with high weight. Our first experiment tests this ability for lossy dictionaries using two and three tables. For comparison, we also test the simple one table scheme that stores in each cell the key of greatest weight hashing to it. The tests were done using truly random hash function values, obtained from a high quality collection of random bits freely available on the Internet [10]. Figure 1 shows experimentally determined values of \( p_{r,\alpha r} \), the probability that key with index \( i = \alpha r \) is stored in the dictionary, determined from \( 10^4 \) trials. For the experiments with one and two tables we used table size \( r = 2048 \) while for the experiment with three tables we used \( r = 1536 \). We also tried various other table sizes, but the graphs were almost indistinguishable from the ones shown. From the figure we see the significant improvement of moving from one to more tables. As predicted, nearly all of the \( r/2 \) heaviest keys are stored when using two tables. For three tables this number increases to about 88\% of the \( r \) heaviest keys, about 84\% are stored when using two tables, and 95\% are stored when using three tables.

Apart from asymptotically vanishing differences around the point where the curves start falling from 1, the graphs of Fig. 1 seem independent of \( r \). For two tables the observed value of \( p_{r,\alpha r} \) for \( \alpha > 1/2 \) is approximately 3.5/9.6\(^\alpha \).

3.1 Application

To examine the practicality of our dictionaries we turn to the real world example of lossy image compression using wavelets. Today most state-of-the-art image coders, such as JPEG2000, are based on wavelets. The wavelet transform has the
Fig. 1. The observed probability that the element with \((or)th\) highest weight is stored. For two tables our lower bound is shown.

ability to efficiently approximate nonlinear and nonstationary signals with coefficients whose magnitudes, in sorted order, decay rapidly towards zero. This is illustrated in Fig. 2. The figure shows the sorted magnitudes of the wavelet coefficients for the Lena image, a standard benchmark in image processing, computed using Daubechies second order wavelets. Thresholding the wavelet coefficients by a small threshold, i.e., setting small valued coefficients to zero, introduces only a small mean squared error (MSE) while leading to a sparse representation that can be exploited for compression purposes. The main idea of most wavelet based compression schemes is to keep the value and position of the \(r\) coefficients of largest magnitude. To this end many advanced schemes, such as zero-tree coding, have been developed. None of these schemes support access to a single pixel without decoding significant portions of the image.

Recently, interest in fast random access to decoded data, accessing only a few wavelet coefficients, has arisen \cite{8,14,15}. In \cite{15} we show that lossy dictionaries are well suited for this purpose. Based on our data structure for lossy dictionaries, we present a new approach to lossy storage of the coefficients of wavelet transformed data. The approach supports fast random access to individual data
elements within the compressed representation. Compared to the previously best methods in the literature [8,14] our lossy dictionary based scheme performs about 50%-80% better in terms of compression ratio, while reducing the random access time by more than 60%. A detailed description of the method is outside the scope of this paper. Instead we use the Lena image to give a flavor of the usefulness of lossy dictionaries on real world data. We store the coefficients of Fig. 2 in a two table lossy dictionary of total table size $r = 2^{11}$, using a simple family of hash functions. Specifically, we use hash functions of the form

$$h(k) = ((a_2k^2 + a_1a_2k + a_0) \mod p) \mod r/2,$$

where $p$ is a prime larger than any key, $0 < a_0, a_1, a_2 < p$ and $a_1$ is even. A corresponding quotient function is

$$q(k) = 2(((a_2k^2 + a_1a_2k + a_0) \mod p) \div r/2) + k \mod 2.$$

Again, $10^4$ iterations were made, selecting random functions from the above family using C’s `rand` function. The graph of $p_{r,or}$ is indistinguishable from that in Fig. 1. For our application, we obtain an MSE of 200, which is 27% more than the MSE when storing the $r$ coefficients of largest magnitude. This difference would be difficult at best to detect in the reconstructed image. The previously mentioned family of [6] had somewhat worse performance. Using three tables reduces the MSE increase to a mere 1%.

4 Conclusion

We have introduced the concept of lossy dictionaries and presented a simple and efficient data structure implementing a lossy dictionary. Our data structure combines very efficient lookups and near-optimal space utilization, and thus seems a promising alternative to previously known data structures when a small percentage of false negatives is tolerable.

Though simple and efficient hash functions seem to work well in practice with our data structure, the challenge of finding such families that provably work well remains. Furthermore, the last two graphs in Fig. 1 are not completely understood. The same is true for the insertion heuristic for three or more tables.
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1 Introduction

Computing the Delaunay triangulation of \(n\) points is well known to have an \(\Omega(n \log n)\) lower bound. Researchers have attempted to break that bound in special cases where additional information is known.

The Delaunay triangulation of the vertices of a convex polygon is such a case where the lower bound of \(\Omega(n \log n)\) does not hold. This problem has been solved in linear time with a deterministic algorithm of Agarwal, Guibas, Saxe and Shor \(^1\). Chew has also proposed a very simple randomized algorithm \(^2\) for the same problem, which we sketch in Sect. 2.2. These two algorithms can also compute the skeleton of a convex polygon in linear time and support the deletion of a point from a Delaunay triangulation in linear time in its degree.

Another result is that if a spanning subgraph of maximal degree \(d\) of the Delaunay triangulation is known, then the remaining part of the Delaunay triangulation can be computed in \(O(nd \log^* n)\) expected randomized time \(^3\). The Euclidean minimum spanning tree is an example of such a graph of bounded degree 6. This \(O(n \log^* n)\) result applies also if the points are the vertices of a chain monotone in both \(x\) and \(y\) directions but, in this special case, linear complexity has been achieved by Djidjev and Lingas \(^4\) generalizing the result of Agarwal et al. for convex polygons.

Beside these results, where knowing some information on the points helps to construct the Delaunay triangulation, it has been proven that knowing the order of the points along any one given direction does not help \(^1\).

Breaking a lower bound by using some additional information arises similarly in some other problems. One of the most famous is the triangulation of a simple polygon in linear time \(^5,6\). Other related problems are the constrained Delaunay triangulation of a simple polygon in \(O(n)\) time \(^7\); the medial axis of a

* The French team was partially supported by Picasso French-Spanish collaboration program. The Spanish team was partially supported by CUR Gen. Cat. 1999SGR00356, Proyecto DGES-MEC PB98-0933 and Acción Integrada Francia-España IF99-112.
simple polygon in linear time \([11]\); the computation of one cell in the intersection of two polygons in \(O(n \log^2 n)\) time \([12]\); the \(L^\infty\) Delaunay triangulation of points sorted along \(x\) and \(y\) axes in \(O(n \log n)\) time \([9]\). Also, given the 3D convex hull of a set of blue points and the convex hull of the set of red points, the convex hull of all points can be computed in linear time \([7]\).

The problem we address in this paper is the following: given the Delaunay triangulation \(\mathcal{DT}(S)\) of a point set \(S\) in \(E^2\), a partition of \(S\) into \(S_1, S_2\), can we compute both \(\mathcal{DT}(S_i)\) in \(o(n \log n)\) time?

The reverse problem, given a partition of \(S\) into \(S_1, S_2\), reconstruct \(\mathcal{DT}(S)\) from \(\mathcal{DT}(S_i)\), is known to be doable in linear time \([7]\). Indeed, the 3D convex hull of the vertices of two convex polyhedra can be computed in linear time \([7]\) and, by standard transformation of the Delaunay triangulation to the convex hull, we get the result. This reverse operation can be used as the merging step of a divide and conquer algorithm.

In this paper, we propose an \(O(n)\) randomized algorithm in the spirit of Chew’s algorithm for the Delaunay triangulation of a convex polygon.

2 Preliminaries

We assume in the sequel that a triangulation allows constant time access from a triangle to its three neighbors and to its three vertices, and from a vertex to one incident triangle. This is provided by any reasonable representation of a triangulation, either based on triangles \([4]\) or as in the DCEL or winged-edge structure \([13, pp. 31-33]\).

2.1 Classical Randomized Incremental Constructions

Randomized incremental constructions have been widely used for geometric problems \([11,13]\) and specifically for the Delaunay triangulation \([5,10,11]\). These algorithms insert the points one by one in a random order in some data structure to locate the new point and update the triangulation. The location step has an \(O(\log n)\) expected complexity. The update step has constant expected complexity as can be easily proved by backwards analysis \([19]\). Indeed, the update cost of inserting the last point in the triangulation is its degree in the final triangulation. Since the last point is chosen randomly, its insertion cost is the average degree of a planar graph, which is less than 6.

2.2 Chew’s Algorithm for the Delaunay Triangulation of a Convex Polygon

Chew’s algorithm \([8]\) for the Delaunay triangulation of a convex polygon uses the ideas above for the analysis of the insertion of the last point. The main idea is to avoid the location cost using the additional information of the convex polygon.

As noticed earlier, for any vertex \(v\) we know one of its incident triangles. In the case of Chew’s algorithm, it is required that the triangle in question be incident to the convex hull edge following \(v\) in counterclockwise order.
The algorithm can be stated as follows:
1. Choose a random vertex \( p \) of the polygon \( \mathcal{P} \).
2. Store the point \( q \) before \( p \) on the convex hull.
3. Compute the convex polygon \( \mathcal{P} \setminus \{p\} \).
4. Compute recursively \( \mathcal{DT}(S \setminus \{p\}) \).
5. Let \( t \) be the triangle pointed to by \( q \).
6. Create a triangle neighbor of \( t \) with \( p \) as vertex, flip diagonals if necessary using the standard Delaunay criterion and update links from vertices to incident triangles.

By standard backwards analysis, the flipping step has expected constant cost. Other operations, except the recursive call, require constant time. Thus we get a linear expected complexity.

The important thing is that we avoid the location step. Thus Chew’s algorithm applies to other cases where the location step can be avoided, e.g. deletion of a point in a Delaunay triangulation.

3 Algorithm

3.1 General Scheme

The main idea is similar to Chew’s algorithm, that is to delete a random point \( p \in S_i \) from \( \mathcal{DT}(S) \), to split the triangulation and then to insert \( p \) in the triangulation \( \mathcal{DT}(S \setminus \{p\}) \) avoiding the usual location step. The location of \( p \) can be done by computing the nearest neighbor of \( p \) in \( S_i \), which can be done in time \( T(p) \log T(p) \) for some number \( T(p) \) depending on \( p \), whose expectation is \( O(1) \) (details will be given at Step 2 of the algorithm of Section 3.3). However, it is possible for example to have one point \( p \), chosen with probability \( \frac{1}{n} \) such that \( T(p) = n \), which brings the expected cost to \( E(T(p) \log T(p)) = \Omega(n \log n) \). The idea is to choose two points \( p_\alpha, p_\beta \) and to take for \( p \) the better of the two, in order to concentrate the distribution around its mean. Here is the algorithm:

Given \( \mathcal{DT}(S) \),
1. Choose two random points \( p_\alpha, p_\beta \in S \). Let \( i, j \in \{1, 2\} \) such that \( p_\alpha \in S_i \) and \( p_\beta \in S_j \) (\( i \) and \( j \) do not need to be different).
2. Look simultaneously for the nearest neighbor of \( p_\alpha \) in \( S_i \) and the nearest neighbor of \( p_\beta \) in \( S_j \). As soon as one of the two is found, say the neighbor \( q \) of \( p_\alpha \) in \( S_i \), stop all searching and let \( p \) be \( p_\alpha \).
3. Remove \( p \) from \( \mathcal{DT}(S) \) to get \( \mathcal{DT}(S \setminus \{p\}) \).
4. Recursively compute \( \mathcal{DT}(S \setminus \{p\}) \) and \( \mathcal{DT}(S_2 \setminus \{p\}) \) from \( \mathcal{DT}(S \setminus \{p\}) \).
5. Determine the triangle of \( \mathcal{DT}(S_i \setminus \{p\}) \) incident to \( q \) that is traversed by the segment \( pq \).
6. Apply the usual Delaunay flip procedure to obtain \( \mathcal{DT}(S_i) \) from \( \mathcal{DT}(S_i \setminus \{p\}) \).

3.2 Combination Lemmas

Note that in the algorithm, \( p \) is not a random point uniformly distributed among \( S \), but one chosen among two random points. In this section, we investigate how this choice influences the mean value of some variable depending on \( p \).
Let $X(p)$ be a positive random variable depending on a point $p$, bounded above by $n$ and of constant expected value $E(X) = c$. Since $p$ is one point among $n$, $X(p)$ can take $n$ values $n \geq X_1 \geq X_2 \geq \ldots \geq X_n \geq 0$ and $\sum X_i = n \cdot c$.

Pick $i, j$ uniformly in $\{1, \ldots, n\}$ independently and let $Y = \max\{X_i, X_j\}$ and $Z = \min\{X_i, X_j\}$.

**Lemma 1.**

$$E(Y) \leq 2c.$$

**Proof.**

$$E(Y) = \frac{1}{n^2} \sum_{1 \leq i, j \leq n} \max(X_i, X_j)$$

$$= \frac{1}{n^2} \left( 2 \sum_{1 \leq i < j \leq n} X_i + \sum_{1 \leq i \leq n} X_i \right)$$

$$= \frac{2}{n^2} \sum_{1 \leq i \leq n} (n - i + \frac{1}{2})X_i$$

$$\leq \frac{2n}{n^2} \sum_{1 \leq i \leq n} X_i = 2c. \square$$

**Lemma 2.** If $f$ is a concave non-decreasing function,

$$E(Z \cdot f(Z)) \leq 2c \cdot f(c).$$

**Proof.**

$$E(Z \cdot f(Z)) = \frac{1}{n^2} \sum_{1 \leq i, j \leq n} \min(X_i, X_j)f(\min(X_i, X_j))$$

$$= \frac{1}{n^2} \left( 2 \sum_{1 \leq i < j \leq n} X_jf(X_j) + \sum_{1 \leq j \leq n} X_j f(X_j) \right)$$

$$= \frac{2}{n^2} \sum_{1 \leq j \leq n} (j - \frac{1}{2})X_j f(X_j)$$

$$\leq \frac{2}{n^2} \sum_{1 \leq j \leq n} jX_j f(X_j).$$

Clearly $jX_j \leq \sum_{1 \leq i \leq j} X_i \leq \sum_{1 \leq i \leq n} X_i \leq cn$;

$$E(Z \cdot f(Z)) \leq \frac{2c}{n} \sum_{1 \leq j \leq n} f(X_j)$$

$$\leq \frac{2c}{n} n \cdot f(c) \quad \text{by concavity of } f. \square$$
3.3 Algorithmic Details and Randomized Analysis

Referring to the six different steps of the algorithm, here is a detailed cost analysis:

1. Done in time \( O(1) \).
2. The nearest neighbor in \( S_i \) of a point \( p \in S_i \) can be found in the following way. Start considering all the Delaunay edges incident to \( p \). Put them in a priority queue by increasing order of their distance to \( p \). Explore the queue in the following way: each time that we consider a point \( q \), there are two possibilities:
   - If \( q \in S_i \), we are done: \( q \) is \( p \)'s nearest neighbor in \( S_i \).
   - If \( q \notin S_i \), insert in the queue all its Delaunay neighbors, delete \( q \) and proceed to the following point in the queue.

The correctness of this process is based on the fact that it simulates the way in which a circle centered in \( p \) would grow. In other words, if \( q \in S_i \) is the point we are looking for, the algorithm computes and orders all the points that are closer to \( p \) than \( q \) (obviously, none of them belongs to \( S_i \)). The proof is based on the following observation.

**Fact.** Let \( S \) be a set of points. Let \( C \) be any disk in the plane that contains a point \( s \in S \) on its boundary. Let \( p_1, \ldots, p_k \) be all the points of \( S \) contained in \( C \). Then \( s \) must have a Delaunay neighbor among \( p_1, \ldots, p_k \).

**Proof.** Grow a circle \( C_s \) through \( s \), tangent to \( C \) and interior to \( C \), until it reaches the first point \( p_i \) (see Fig. 1).

![Fig. 1. The points s and p_i are Delaunay neighbors.](image)

The emptiness of \( C_s \) is obvious, and therefore \( sp_i \) is a Delaunay edge. □

In this procedure, we have explored and ordered all the points that lie closer to \( p \) than \( q \), together with all their neighbors. Can \( T(p) \), the number of such points, be too big on average? As the randomly chosen point can belong either to \( S_1 \) or to \( S_2 \), we want to bound the following amount:

\[
E(T) = \frac{1}{n} \left( \sum_{p \in S_1} \sum_{q \in D(p,NN_1(p))} \deg(q) + \sum_{p \in S_2} \sum_{q \in D(p,NN_2(p))} \deg(q) \right)
\]
where $NN_i(p)$ denotes the nearest neighbor of $p$ in $S_i$, $D(p,s)$ is the disk of center $p$ passing through $s$ and $\deg(q)$ denotes the degree of $q$ in $\DT(S)$.

We bound the summands in the following way:

\[
\sum_{p \in S_1} \sum_{q \in D(p,NN_1(p))} \deg(q) = \sum_{q \in S_2} \sum_{p \text{ s.t. } q \in D(p,NN_1(p))} \deg(q) \\
= \sum_{q \in S_2} \deg(q) \text{ number}\{p \text{ s.t. } q \in D(p,NN_1(p))\} \\
\leq 6 \sum_{q \in S_2} \deg(q).
\]

The last inequality is due to the fact that the number of disks of the kind $D(p,NN_1(p))$ that can contain a point $q \in S_2$ is at most 6, because in the set $S_1 \cup \{q\}$ such a point $p$ would have $q$ as closest neighbor, and the maximum degree of $q$ in the nearest neighbor graph of $S_1 \cup \{q\}$ is 6.

Thus we get

\[
E(T) \leq \frac{6}{n} \left( \sum_{q \in S_2} \deg(q) + \sum_{q \in S_1} \deg(q) \right) \leq 36.
\]

Since the algorithm requires a priority queue, the cost of searching for $q$ is $O(T \log T)$ if we use a balanced priority queue or even $O(T^2)$ if we use a simple list to implement the queue and $E(T^2)$ cannot be bounded by a constant. But the time for deciding which of $p_\alpha$ and $p_\beta$ will be $p$ is the minimum of the times for finding the neighbors of $p_\alpha$ and $p_\beta$ and thus expected to be constant by Lemma 2. This step has expected cost $O(1).

3. It is known that it can be done in time proportional to the degree of $p$ with Chew’s algorithm. Since for a random point, the expected degree is 6, the expected degree of $p$ is smaller than 12 by Lemma 1. Hence, this step has expected cost $O(1).

4. If the cost of the algorithm is $T(n)$, this step can be done in $T(n - 1)$.

5. Exploring all the triangles incident to $q$ takes time proportional to the degree of $q$ in $\DT(S_i \setminus \{p\})$. But $q$ is not a random point, but the nearest neighbor of $p$, itself chosen among two random points. We will prove below that the degree of the nearest neighbor in $S_i$ of a random point $p \in S_i$ is at most 42, and thus by Lemma 1 the expected degree of $q$ is less than 84 and this step can be done in time $O(1)$.

**Fact.** Given a random point $p$ in a set of points $R$, the expected degree in $\DT(R \setminus \{p\})$ of the nearest neighbor of $p$ in $R$ is at most 42.

**Proof.** We have to consider the degree of a point in several graphs. Let $\deg_{NN}(q)$ be the degree of $q$ in the nearest neighbor graph of $R$, $\deg(q)$ be the degree of $q$ in $\DT(R)$ and $\deg_p(q)$ be the degree of $q$ in $\DT(R \setminus \{p\})$. It is known that $\deg_{NN}(q)$ is at most 6. When $p$ is removed from $\DT(R)$ the new neighbors of $q$ are former neighbors of $p$, thus $\deg_p(q) \leq \deg(p) + \deg(q)$. 

The expected value of \( \text{deg}_p(\text{NN}(p)) \) is:

\[
E(\text{deg}_p(\text{NN}(p))) = \frac{1}{n} \sum_{p \in R} \text{deg}_p(\text{NN}(p)) \\
\leq \frac{1}{n} \sum_{p \in R} (\text{deg}(p) + \text{deg}(\text{NN}(p))) \\
\leq 6 + \frac{1}{n} \sum_{p,q \in R, q = \text{NN}(p)} \text{deg}(q) \\
\leq 6 + \frac{1}{n} \sum_{q \in R} (\text{deg}_{\text{NN}}(q) \text{deg}(q)) \\
\leq 6 + \frac{1}{n} \sum_{q \in R} (6 \text{deg}(q)) \leq 6 + 36 = 42. \qed
\]

6. It is known that this step can be done in time proportional to the degree of \( p \), that is, in expected time \( O(1) \) by Lemma 11.

As a conclusion, we have proved the following

**Theorem 3.** Given a set of \( n \) points \( S \) and its Delaunay triangulation, for any partition of \( S \) into two disjoint subsets, \( S_1 \) and \( S_2 \), the Delaunay triangulations \( \mathcal{DT}(S_1) \) and \( \mathcal{DT}(S_2) \) can be computed in \( O(n) \) expected time.

4 Concluding Remarks

4.1 Alternative Ideas

We should mention several simpler ideas that do not work. A first idea consists in deleting all the points of \( S_2 \) from \( \mathcal{DT}(S) \) in a random order, but the degree of a random point in \( S_2 \) cannot be controlled; in fact if we take points on the part of the unit parabola with positive abscissa, the Delaunay triangulation links the point of highest curvature to all others (see Fig. 2). If we split the set into two parts along the parabola and we remove the highest-curvature half of the point set in a random order, then the probability of removing the highest curvature point increases as the set of points decreases and the expected time to remove half the points is \( O(n \log n) \).

Another idea is to remove the points not at random, but by increasing degree, but in that case the set of points to remove must be kept sorted by degree, although the degrees change during the algorithm.

4.2 Convex Hull in 3D

Through the projection of the plane on a paraboloid in 3D, Delaunay triangulations are closely related to convex hulls in three dimensions.

Unfortunately, our algorithm, or more precisely its complexity analysis, does not generalize to 3D convex hulls. In this paper we use the fact that the nearest
neighbor graph is a subgraph of the Delaunay triangulation having bounded degree, and to generalize the algorithm we would need to define a neighboring relation which is a subgraph of the convex hull; several possibilities for such a subgraph exist but they do not provide bounded degree and thus the analysis does not generalize.
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Abstract. Let $C$ be a simple polygonal chain of $n$ edges in the plane, and let $p$ and $q$ be two points on $C$. The detour of $C$ on $(p, q)$ is defined to be the length of the segment of $C$ that connects $p$ with $q$, divided by the Euclidean distance between $p$ and $q$. Given an $\epsilon > 0$, we compute in time $O(n \log n)$ a pair of points on which the chain makes a detour at least $1/(1 + \epsilon)$ times the maximum detour.

1 Introduction

A transportation route like a highway is supposed to provide a reasonably short connection between the points it passes through. More precisely, for any two points, $p$ and $q$, on an open curve $C$ in the plane that consists of a bounded number of smooth pieces, we call the value

$$d_C(p, q) = \frac{|C_q^p|}{|pq|}$$

the detour of $C$ on the pair $(p, q)$; here $C_q^p$ denotes the unique segment of $C$ that connects $p$ with $q$, $|C_q^p|$ denotes its length, and $|pq|$ is the Euclidean distance between $p$ and $q$.

Clearly, $d_C(p, q) \geq 1$ holds. We assume that $C$ does not self-intersect. Then $d_C(p, q)$ is bounded, and it tends to 1 as $q$ tends to $p$ along $C$. We are interested in the value

$$d_C = \max_{p, q \in C} d_C(p, q)$$

called the maximum detour of curve $C$.

The detour of a curve is an important notion in analyzing on-line navigation strategies, where the length of a path created by some robot must be compared to the shortest path connecting two points; see, e. g., Icking and Klein [6]. A different type of application is in comparing the Fréchet distance between two curves with their Hausdorff distance; while the first is always greater or equal to the second.

---

1 $C$ has no self-intersections.
2 If $C$ passes through the same point, $p$, twice then $d_C(p, q)$ is unbounded for certain points $q$ close to $p$. 
than the latter, there is, in general, no bound for the other direction. Only for curves of bounded maximum detour can such a bound be shown, see Alt et al. [2]. The vertex-to-vertex maximum detour of graphs was already considered as the dual $t$-spanner problem by Narasimhan and Smid [9]. They provide an approximation of the vertex-to-vertex stretch factor in a more general setting.

Intuitively, a curve that does not meander wildly should have a small maximum detour. This idea can be made precise in several ways. An oriented curve running from $s$ to $t$ is called self-approaching if, for each point $p$, the curve segment $C^t_p$ fits in a $90^\circ$ wedge with apex in $p$. The maximum detour of self-approaching curves has been tightly bounded by 5.3331...; see Icking et al. [7]. This result can be generalized to wedges of arbitrary angles, see Aichholzer et al. [1]. Rote [10] has shown a tight upper bound of $2/3\pi$ for the detour of curves of increasing chords, i.e., curves that are self-approaching in both directions.

These results were all obtained in an indirect way, by bounding the curve’s length by the perimeter of some simple, convex container.

In this paper we present an $O(n \log n)$ algorithm for computing directly the maximum detour of an arbitrary polygonal chain of $n$ edges, up to an $1+\epsilon$ factor. The paper is organized as follows. In Sect. 2 we first state a local criterion that is necessary for a pair of points $(p, q)$ on which the chain takes on its maximum detour. As a consequence, one of $p, q$ can be assumed to be a vertex of the chain.

In Sect. 3 we prove some global properties. It turns out that the maximum detour is always attained by a vertex-edge cut of the chain $C$, that is by a pair $(p, q)$ of co-visible points of the chain, one of which is a vertex whereas the other may be an interior point of an edge.

Moreover, we prove a certain property of the detours related to cuts that cross each other. While this property is weaker than the Monge property (see Burkard et al. [3]) it does imply that cuts attaining the maximum detour do not cross and must be, therefore, linear in number.

In Sect. 4 we present an algorithm that computes, for a given real number $\epsilon > 0$, within time $O(n \log n)$ a vertex-edge cut $(p, q)$ such that the maximum detour of chain $C$ is at most $1 + \epsilon$ times the detour of $C$ on $(p, q)$. Our algorithm uses the result by Gutwin and Keil [8] on constructing sparse spanners for finding a pair of vertices of $C$ whose detour is close to the maximum detour chain $C$ makes on all vertex pairs.

Finally, in Sect. 5 we mention some open problems that naturally arise from this work.

---

3 The relationship between wedge containment and detour seems to work in only one way, because there are curves of arbitrary small maximum detour that do not fit in small wedges.
2 Local Properties

Throughout this paper, let $C$ be a simple, planar, polygonal chain of $n$ edges. Simple means that $C$ does not have self-intersections. That is, if any two edges intersect at all they must be neighbors in the chain, and their intersection is just a common vertex.

Now let $p$ and $q$ denote two points on $C$, and let

$$d_C(p, q) = \frac{|C^q_p|}{|pq|}$$

be the detour of $C$ on $(p, q)$. We want to analyze how the detour changes at points close to $p$ on the same edge, $e$, while $q$ remains fixed. Let the positive direction of $e$ be such that the length of the chain segment $C^q_p$ increases, and let $\beta$ denote the angle between the positive part of $e$ and the line segment $pq$; see Fig. 1. Excluding trivial cases we assume that $0 < \beta < \pi$ holds.

![Fig. 1. When does the detour increase as $p(t)$ moves?](image)

**Lemma 1.** For a fixed point $q$, the function $d_C(., q)$ takes on a unique maximum on edge $e$. If

$$\cos \beta = -\frac{|pq|}{|C^q_p|}$$

holds then this maximum is attained at $p$. If $\cos \beta$ is bigger (resp. smaller) than the right hand side, the detour can be increased by moving $p$ forwards (resp. backwards).

**Proof.** Let $p(t)$ be the point on edge $e$ that lies in distance $|t|$ behind or before $p = p(0)$, depending on the sign of $t$. By the law of cosine we have

$$d_C(p(t), q) = \frac{t + |C^q_p|}{\sqrt{t^2 + |pq|^2 - 2t|pq| \cos \beta}}$$
for positive and negative values of $t$. The derivative with respect to $t$ has a positive denominator. Its numerator is of the same sign as

$$\frac{|pq| + |C_p^q| \cos \beta}{|pq| \cos \beta + C_p^q} - t$$

because the term $|pq| \cos \beta + C_p^q$ is positive. This implies the claims. \hfill \Box

We obtain the following important consequence:

**Lemma 2.** Any polygonal chain makes its maximum detour on a pair of points at least one of which is a vertex.

**Proof.** Let $(p, q)$ be a pair of points on which the chain $C$ attains its maximum detour, and assume that neither of $p, q$ is a vertex of $C$. By Lemma 1, the line segment $pq$ must form the same angle, $\beta = \arccos\left(-\frac{|pq|}{|C_p^q|}\right)$, with the two edges containing $p$ and $q$. Otherwise, the detour could be increased by moving one of the points. But then the detour $d_C(p, q)$ remains constant as we move both points simultaneously until one of them reaches the endpoint of its edge; see Fig. 2. In fact, we have

$$d_C(p', q') = \frac{|C_p^q| + 2t}{|pq| - 2t \cos \beta} = \frac{|C_p^q|}{|pq|} = d_C(p, q).$$

\hfill \Box

**Fig. 2.** Chain $C$ attains its maximum detour on both pairs, $(p, q)$ and $(p', q')$.

If we are given a point $p$ and an edge $e$ of the chain we can apply Lemma 1 to determine, in time $O(1)$, the unique point $q$ on $e$ that maximizes the detour.
$d_C(p, .)$ on this edge. If we do this for all vertex-edge pairs $(p, e)$ of the chain $C$, then the maximum value encountered will be the maximum detour of $C$, by Lemma 2.

This approach yields an $O(n^2)$ algorithm for computing the maximum detour. In the next section we will discuss how to improve on this bound using global properties.

3 Global Properties

The first observation is that we do not need consider pairs $(p, q)$ of points that cannot see each other because of $C$.

**Lemma 3.** The maximum detour of $C$ is attained by a vertex-edge cut $(p, q)$, where $p$ is a vertex, $q$ is a point on some edge, and $p, q$ are co-visible

**Proof.** Let $p, q$ be two arbitrary points of $C$, and let $p = p_0, p_1, \ldots, p_k = q$ be the points of $C$ intersected by the line segment $pq$, ordered by their appearance on $pq$. For each pair $(p_i, p_{i+1})$ of consecutive points let $C_i$ denote the segment of $C$ that connects them. These segments need not be disjoint, so the sum of their lengths is at least as large as $|C_q|$. Hence,

$$d_C(p, q) = \frac{|C_q|}{|pq|} \leq \frac{\sum_{i=0}^{k-1} |C_i|}{\sum_{i=0}^{k-1} |p_i p_{i+1}|} \leq \max_{0 \leq i \leq k-1} \frac{|C_i|}{|p_i p_{i+1}|} = \max_{0 \leq i \leq k-1} d_C(p_i, p_{i+1}).$$

To prove the last inequality we note that if $a_i/b_i \leq q$ holds for all $i$, then $\sum_i a_i/\sum_i b_i \leq q$ follows. □

Hershberger has shown how to compute all co-visible vertex-vertex pairs of a simple polygon in time proportional to their number. Lemma 3 would invite us to generalize this algorithm to the $m$ many co-visible vertex-edge pairs of a chain, and obtain an $O(m)$ algorithm for computing the maximum detour. Unfortunately, $m$ can still be quadratic in $n$.

An interesting example is the case of a convex chain, $C$, whose total turning angle is less than $\pi$. There are $\Omega(n^2)$ many co-visible pairs of vertices, but one can show that the maximum detour is always attained at an end point of $C$. Thus, there are only $O(n)$ many vertex-edge candidate pairs to be checked. One

---

4 Two points, $p$ and $q$, are called co-visible if the line segment connecting them contains no points of the chain $C$ in its interior.
end point of $C$ can attain the maximum detour with a point on each edge of $C$; such a chain can be constructed by approximating an exponential spiral, which is defined by the fact that all tangents form the same angle with the radii to the spiral’s center.

Now we show that even for general chains there is at most a linear number of vertex-edge cuts that can attain the maximum detour. To this end, we prove the following fact illustrated by Fig. 3.

**Fig. 3.** The minimum of $d_C(p, q)$ and $d_C(r, s)$ is less than the maximum of $d_C(r, q)$ and $d_C(p, s)$, in either case.

**Lemma 4.** Let $p, r, q, s$ be consecutive points on $C$, and assume that $(p, q)$ and $(r, s)$ are two cuts of $C$ that cross each other. Then

$$\min(d_C(p, q), d_C(r, s)) < \max(d_C(r, q), d_C(p, s)).$$

The same statement holds if the points appear in order $p, r, s, q$ on $C$.

**Proof.** Let us assume that $d_C(p, q) \leq d_C(r, s)$ holds, and $d_C(p, q) \geq d_C(r, q)$. We have to show $d_C(p, q) < d_C(p, s)$. By the triangle inequality, we have

$$|ps| + |rq| < |pq| + |rs|,$$

therefore

$$|C_p^q||ps| + |rq|| \leq |C_p^q||pq| + |C_s^r||pq|$$

$$= |C_p^s||pq| + |C_s^r||pq|$$

$$\leq |C_p^s||pq| + |C_p^q||rq|,$$

and the claim follows.

This property is weaker than the Monge property (see Burkard et al. [3])

$$d_C(p, q) + d_C(r, s) \leq d_C(p, s) + d_C(r, q),$$

which is not always fulfilled here. But we can draw the following consequence.
Lemma 5. Let \((p, q)\) and \((r, s)\) be two vertex-edge cuts that attain the maximum detour, \(d_C\). Then the cuts do not cross. Consequently, there are only \(O(n)\) many such cuts altogether.

Proof. If the line segments \(pq\) and \(rs\) crossed, then chain \(C\) would visit the points \(p, q, r, s\) in one of the two ways depicted in Fig. 3, and from Lemma 4 we would obtain a contradiction to the maximality of the cuts. By Euler’s formula for planar graphs, there can be only \(O(n)\) many non-crossing vertex-edge cuts.\(\square\)

The non-crossing property shown in Lemma 4 and Lemma 5 need not be fulfilled for locally optimal cuts. For example, there can be cuts \((p, q), (r, s)\) satisfying

\[
\begin{align*}
  d_C(p, q) &= \max_{q'} d_C(p, q') \\
  d_C(r, s) &= \max_{s'} d_C(r, s')
\end{align*}
\]

that cross each other, see Fig. 4.

Fig. 4. Locally optimal cuts can cross.

4 An Efficient Algorithm

First, we have to solve two restricted versions of the maximum detour problem.

Lemma 6. Let \(\rho\) be a given angle. A cut attaining the maximum detour among all vertex-edge cuts in direction \(\rho\) can be found in time \(O(n \log n)\).

Proof. Let us assume that \(\rho = \pi/2\) holds, so that we are interested only in vertical vertex-edge cuts. For each vertex \(p\) of the chain \(C\) we construct its upper

Formally, we can identify the non-vertex endpoints of all cuts hitting the same edge with one extra vertex.
and lower vertical extension, i.e., the vertical line segments that connect \( p \) to the first points of \( C \) above and below; see Fig. 5. This vertical decomposition was used by Seidel [11] for the purpose of point location. Using a sweep algorithm, we can construct it in time \( O(n \log n) \). Once all vertical extensions are available we traverse the chain and mark each endpoint of each vertical segment with the current odometer reading. When a segment is encountered for the second time, we can thus compute its detour, and determine the maximum of all. \( \square \)

![Fig. 5. The vertical extensions of the vertices of \( C \).](image)

Another version of the maximum detour problem results if we restrict ourselves to vertex-vertex pairs. That is, we are interested in the value

\[
d_{C}^{V} = \max \{ d_{C}(p, q); p, q \text{ vertices of } C \}.
\]

One should note that the claim of Lemma 3 does not hold in this case: two vertices attaining maximum detour need not be co-visible. We can prove the following approximation result.

**Theorem 1.** Let \( C \) be a simple polygonal chain of \( n \) edges in the plane, and let \( \eta > 0 \). In time \( O(n \log n) \) we can compute a pair \((p, q)\) of vertices of \( C \) satisfying

\[
d_{C}^{V} \leq (1 + \eta)d_{C}(p, q).
\]

**Proof.** Let \( V \) denote the set of all vertices of \( C \), and let \( S \) be a sparse \( 1 + \eta \)-spanner of \( V \). That means, \( S \) is a graph of \( O(n) \) edges over \( V \), and for any two points \( p, q \) of \( V \) there exists a path in \( S \) whose length is at most \( 1 + \eta \) times the Euclidean distance \(|pq|\).

Now let \((p, q)\) denote a vertex pair for which \( d_{C}^{V} = d_{C}(p, q) \) holds, and let \( p = p_{0}, p_{1}, \ldots, p_{k} = q \) be the approximating path in \( S \). Moreover, let \( C_{i} \) denote the segment of \( C \) that connects vertex \( p_{i} \) to \( p_{i+1} \). Similar to the proof of Lemma 3 we argue as follows:

---

6 Faster algorithms are known, but not necessary for our purpose.
7 Path length in \( S \) is defined as the sum of the Euclidean distances between consecutive vertices on the path.
\[d^V_C = d_C(p, q) = \frac{|C^q_p|}{|pq|} \leq \frac{\sum_{i=0}^{k-1} |C_i|}{|pq|}
\leq (1 + \eta) \frac{\sum_{i=0}^{k-1} |C_i|}{\sum_{i=0}^{k-1} |p_ip_{i+1}|}
\leq (1 + \eta) \max_{0 \leq i \leq k-1} \frac{|C_i|}{|p_ip_{i+1}|}
= (1 + \eta) \max_{0 \leq i \leq k-1} d_C(p_i, p_{i+1}).\]

A similar result was also obtained by Narasimhan and Smid \cite{9} in a more general setting, approximating the stretch factor of an Euclidean path in time \(O(n \log n)\).

Theorem 1 suggests the following algorithm.

**Algorithm 1**

*Input:* A polygonal chain \(C\) on \(n\) edges and a real number \(\eta > 0\).

*Output:* A vertex pair of \(C\) whose detour is within \(1 + \eta\) of the maximum vertex detour, \(d^V_C\), of \(C\):

1. Construct a sparse \((1 + \eta)\)-spanner of the vertices of \(C\).
2. For each edge of the spanner, compute its detour.
3. Output an edge of the spanner having the largest detour.

By a result of Gutwin and Keil \cite{8}, step (1) can be carried out in time \(O(n \log n)\), see also the spanner survey of Eppstein \cite{4} for alternate methods. Because of the spanner’s sparseness, step (2) takes only linear time; it can be implemented by traversing \(C\), as in the proof of Lemma \cite{6}. Hence, the claim follows.

Now we can prove our main result.

**Theorem 2.** Let \(C\) be a simple polygonal chain of \(n\) edges in the plane, and let \(\epsilon > 0\). In time \(O(n \log n)\) we can compute a vertex-edge cut \((p, q)\) of \(C\) that approximates the maximum detour of \(C\), i.e., such that

\[d_C \leq (1 + \epsilon)d_C(p, q).\]

*Proof.* Let \(\eta < \epsilon\) be small enough to satisfy

\[
\frac{1 - \eta}{1 + \eta} > \frac{1}{1 + \epsilon},
\]

choose an angle \(\beta\) in \((\pi/2, \pi)\) so large that for all angles \(\beta \in [\beta, \pi)\)

\[-\cos \beta \geq \frac{1}{1 + \epsilon}\]

holds, and let finally the angle \(\rho\) so small that it satisfies

\[
\frac{\sin \rho}{\sin \beta} \leq \eta.
\]
We run the following algorithm.

**Algorithm 2**

*Input:* A polygonal chain $C$ on $n$ edges and a real number $\epsilon > 0$.

*Output:* A vertex-edge cut of $C$ whose detour is within $1 + \epsilon$ of the maximum detour, $d_C$, of $C$.

1. Let $\rho$ be defined as above;
   for each integer $m$ between 0 and $2\pi/\rho$, and for each vertex $p$,
   compute the first point of $C$ hit by a ray from $p$ in direction $m\rho$;
   move this hit point along its edge such as to maximize the detour locally.
2. Let $(p_1, q_1)$ be the maximum detour cut thus obtained.
3. Let $\eta$ be as defined above;
   compute a pair $(p_2, q_2)$ of vertices satisfying $d_C^{V} \leq (1 + \eta)d_C(p_2, q_2)$.
4. Compute the maximum of $d_C(p_1, q_1)$ and $d_C(p_2, q_2)$, and output the corresponding pair of points.

First, we address the correctness of Algorithm 2. Lemma 2 ensures that $d_C$ is attained by some cut $(p, q)$, where $p$ is a vertex of $C$. If $q$ is a vertex, too, then

$$d_C = d_C^{V} \leq (1 + \eta)d_C(p_2, q_2) \leq (1 + \epsilon)d_C(p_2, q_2)$$

holds for the vertex pair $(p_2, q_2)$ computed in (3), and we are done. Let us assume that $q$ is an interior point of some edge, $e$. By Lemma 11 the outgoing part of $e$ forms an angle $\beta > \pi/2$ with the line segment $pq$, where

$$-\cos \beta = \frac{|pq|}{C^*_p}.$$  

If $\beta \geq \beta$ then, by definition of $\beta$, $d_C = -1/\cos \beta \leq 1 + \epsilon$ holds, and our output is certainly correct. So, let us assume that $\beta \in (\pi/2, \beta)$. We distinguish two cases illustrated by Fig. 6.

![Fig. 6. Two cases in the proof of Theorem 2](image)
In case (i), there exists an integer $m$ such that the ray emanating from vertex $p$ in direction $m\rho$ hits the edge $e$ that contains point $q$. This ray will be encountered in step (1), and by local maximization, point $q$ on $e$ will be discovered. Hence, the cut $(p_1, q_1)$ computed in step (2) attains maximum detour, $d_C$.

In case (ii), all rays emanating from vertex $p$ are missing edge $e$, i.e., this edge is fully contained in a wedge of angle $\rho$. Let $q'$ be the endpoint of $e$ first reached from $p$, and let $\nu < \rho$ be the angle between $pq$ and $pq'$. By the law of sines we have

$$\frac{|pq'|}{\sin \beta} = \frac{|qq'|}{\sin \nu} = \frac{|pq|}{\sin(\beta - \nu)},$$

hence

$$d_C(p, q') = \frac{|C_q| - |qq'|}{|pq'|} = \frac{\sin(\beta - \nu) |C_q|}{\sin \beta |pq|} - \frac{\sin \nu}{\sin \beta} > d_C - \frac{\sin \rho}{\sin \beta} \geq d_C - \eta \geq (1 - \eta)d_C,$$

because of $\sin(\beta - \nu) > \sin \beta$, $\sin \nu < \sin \rho$, and $\sin \beta > \sin \beta$. Since both $p$ and $q'$ are vertices of $C$, we obtain for the vertex pair $(p_2, q_2)$ computed in step (3)

$$d_C(p_2, q_2) \geq \frac{1}{1 + \eta} d_C^V \geq \frac{1}{1 + \eta} d_C(p, q') \geq \frac{1 - \eta}{1 + \eta} d_C \geq \frac{1}{1 + \epsilon} d_C.$$

It remains to account for the running time of Algorithm 2. For each fixed direction $m\rho$, step (1) can be implemented to run in time $O(n \log n)$, by combining Lemma 6 and Lemma 1. The number of directions to be dealt with is a constant dependent only on $\epsilon$. Step (3) runs in time $O(n \log n)$, by Theorem 1. This completes the proof.\[8\]

\[8\] Taking the result of Gutwin and Keil [8] into account, the overall dependency on $1/\epsilon$ is not worse than quadratic for small $\epsilon$. \[\square\]
5 Conclusions

We have presented the first $O(n \log n)$ algorithm for approximating the maximum detour of a planar polygonal chain over $n$ edges. This result gives rise to a number of interesting questions. Is the true complexity of this problem less than quadratic? How fast can we compute the maximum detour attained by a pair of co-visible vertices? How can smooth curves be handled? And finally, coming back to the evaluation of transportation routes, if a certain amount of money is available for building shortcuts of total length at most $c$, how far can the maximum detour be reduced?
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Abstract. The problem Minimum Convex Cover of covering a given polygon with a minimum number of (possibly overlapping) convex polygons is known to be NP-hard, even for polygons without holes [3]. We propose a polynomial-time approximation algorithm for this problem for polygons with or without holes that achieves an approximation ratio of $O(\log n)$, where $n$ is the number of vertices in the input polygon. To obtain this result, we first show that an optimum solution of a restricted version of this problem, where the vertices of the convex polygons may only lie on a certain grid, contains at most three times as many convex polygons as the optimum solution of the unrestricted problem. As a second step, we use dynamic programming to obtain a convex polygon which is maximum with respect to the number of “basic triangles” that are not yet covered by another convex polygon. We obtain a solution that is at most a logarithmic factor off the optimum by iteratively applying our dynamic programming algorithm. Furthermore, we show that Minimum Convex Cover is APX-hard, i.e., there exists a constant $\delta > 0$ such that no polynomial-time algorithm can achieve an approximation ratio of $1 + \delta$. We obtain this result by analyzing and slightly modifying an already existing reduction [3].

1 Introduction and Problem Definition

The problem Minimum Convex Cover is the problem of covering a given polygon $T$ with a minimum number of (possibly overlapping) convex polygons that lie in $T$. This problem belongs to the family of classic art gallery problems; it is known to be NP-hard for input polygons with holes [14] and without holes [3]. The study of approximations for hard art gallery problems has rarely led to good algorithms or good lower bounds; we discuss a few exceptions below. In this paper, we propose the first non-trivial approximation algorithm for Minimum Convex Cover. Our algorithm works for both, polygons with and without holes. It relies on a strong relationship between the continuous, original problem version and a particular discrete version in which all relevant points are restricted to lie on a kind of grid that we call a quasi-grid. The quasi-grid is the set of intersection points of all lines connecting two vertices of the input polygon. Now, in the Restricted Minimum Convex Cover problem, the vertices of
the convex polygons that cover the input polygon may only lie on the quasi-grid. We prove that an optimum solution of the Restricted Minimum Convex Cover problem needs at most three times the number of convex polygons that the Minimum Convex Cover solution needs. To find an optimum solution for the Restricted Minimum Convex Cover problem, we propose a greedy approach: We compute one convex polygon of the solution after the other, and we pick as the next convex polygon one that covers a maximum number of triangles defined on an even finer quasi-grid, where these triangles are not yet covered by previously chosen convex polygons. We propose an algorithm for finding such a maximum convex polygon by means of dynamic programming. To obtain an upper bound on the quality of the solution, we interpret our covering problem on triangles as a special case of the general Minimum Set Cover problem that gives as input a base set of elements and a collection of subsets of the base set, and that asks for a smallest number of subsets in the collection whose union contains all elements of the base set. In our special case, each triangle is an element, and each possible convex polygon is a possible subset in the collection, but not all of these subsets are represented explicitly (there could be an exponential number of subsets). This construction translates the logarithmic quality of the approximation from Minimum Set Cover to Minimum Convex Cover.

On the negative side, we show that Minimum Convex Cover is APX-hard, i.e., there exists a constant $\delta > 0$ such that no polynomial-time algorithm can achieve an approximation ratio of $1 + \delta$. This inapproximability result is based on a known problem transformation; we modify this transformation slightly and show that it is gap-preserving (as defined in [1]).

As for previous work, the related problem of partitioning a given polygon into a minimum number of non-overlapping convex polygons is polynomially solvable for input polygons without holes; it is NP-hard for input polygons with holes, even if the convex partition must be created by cuts from a given family of (at least three) directions. Other related results for art gallery problems include approximation algorithms with logarithmic approximation ratios for Minimum Vertex Guard and Minimum Edge Guard, as well as for the problem of covering a polygon with rectangles in any orientation. Furthermore, logarithmic inapproximability results are known for Minimum Point/Vertex/Edge Guard for polygons with holes, and APX-hardness results for the same problems for polygons without holes. The related problem Rectangle Cover of covering a given orthogonal polygon with a minimum number of rectangles can be approximated with a constant ratio for polygons without holes, and with an approximation ratio of $O(\sqrt{\log n})$ for polygons with holes. For additional results see the surveys on art galleries.

This paper is organized as follows: In Sect. 2 we define the quasi-grid and its refinement into triangles. Section 3 contains the proof of the linear relationship between the sizes of the optimum solutions of the unrestricted and restricted...
convex cover problems. We propose a dynamic programming algorithm to find a maximum convex polygon in Sect. 4 before showing how to iteratively apply this algorithm to find a convex cover in Sect. 5. In Sect. 6, we present the outline of our proof of the $APX$-hardness of Minimum Convex Cover. A few concluding remarks can be found in Sect. 7.

2 From the Continuous to the Discrete

Consider simple input polygons with and without holes, where a polygon $T$ is given as an ordered list of vertices in the plane. If $T$ contains holes, each hole is also given as an ordered list of vertices. Let $V_T$ denote the set of vertices (including the vertices of holes, if any) of a given polygon $T$. While, in the general Minimum Convex Cover problem, the vertices of the convex polygons that cover the input polygon can be positioned anywhere in the interior or on the boundary of the input polygon, we restrict their positions in an intermediate step: They may only be positioned on a quasi-grid in the Restricted Minimum Convex Cover problem.

In order to define the Restricted Minimum Convex Cover problem more precisely, we partition the interior of a polygon $T$ into convex components (as proposed in [8] for a different purpose) by drawing a line through each pair of vertices of $T$. We then triangulate each convex component arbitrarily. We call the triangles thus obtained first-order basic triangles. Figure 1 shows in an example the first-order basic triangles of a polygon (thick solid lines) with an arbitrary triangulation (fine solid lines and dashed lines). If a polygon $T$ consists of $n$ vertices, drawing a line through each pair of vertices of $T$ will yield less than $\binom{n}{2} \cdot \binom{n}{2} \in O(n^4)$ intersection points. Let $V^1_T$ be the set of these intersection points that lie in $T$ (in the interior or on the boundary). Note that $V_T \subseteq V^1_T$. The first-order basic triangles are a triangulation of $V^1_T$ inside $T$, therefore the number of first-order basic triangles is also $O(n^4)$. The Restricted Minimum Convex Cover problem asks for a minimum number of convex polygons, with vertices restricted to $V^1_T$, that together cover the input polygon $T$. We call $V^1_T$ a quasi-grid that is imposed on $T$. For solving the Restricted Minimum Convex Cover problem, we make use of a finer quasi-grid: Simply partition $T$ by drawing lines through each pair of points from $V^1_T$. This yields again convex components, and we triangulate them again arbitrarily. This higher resolution
partition yields $O(n^{16})$ intersection points, which define the set $V_T^2$. We call the resulting triangles second-order basic triangles. Obviously, there are $O(n^{16})$ second-order basic triangles. Note that $V_T \subseteq V_T^1 \subseteq V_T^2$. 

3 The Optimum Solution of Minimum Convex Cover vs. the Optimum Solution of Restricted Minimum Convex Cover

The quasi-grids $V_T^1$ and $V_T^2$ serve the purpose of making a convex cover computationally efficient while at the same time guaranteeing that the cover on the discrete quasi-grid is not much worse than the desired cover in continuous space. The following theorem proves the latter.

Theorem 1. Let $T$ be an arbitrary simple input polygon with $n$ vertices. Let $OPT$ denote the size of an optimum solution of Minimum Convex Cover with input polygon $T$ and let $OPT'$ denote the size of an optimum solution of Restricted Minimum Convex Cover with input polygon $T$. Then:

$$OPT' \leq 3 \cdot OPT$$

Proof. We proceed as follows: We show how to expand a given, arbitrary convex polygon $C$ to another convex polygon $C'$ with $C \subseteq C'$ by iteratively expanding edges. We then replace the vertices in $C'$ by vertices from $V_T^1$, which results in a (possibly) non-convex polygon $C''$ with $C' \subseteq C''$. Finally, we describe how to obtain three convex polygons $C''_1, C''_2, C''_3$ with $C'' = C''_1 \cup C''_2 \cup C''_3$ that only contain vertices from $V_T^1$. This will complete the proof, since each convex polygon from an optimum solution of Minimum Convex Cover can be replaced by at most 3 convex polygons that are in a solution of Restricted Minimum Convex Cover. Following this outline, let us present the proof details.

Let $C$ be an arbitrary convex polygon inside polygon $T$. Let the vertices of $C$ be given in clockwise order. We obtain a series of convex polygons $C^1, C^2, \ldots, C'$ with $C = C^0 \subseteq C^1 \subseteq C^2 \subseteq \ldots \subseteq C'$, where $C^{i+1}$ is obtained from $C^i$ as follows (see Fig. 2):

Let $a, b, c, d$ be consecutive vertices (in clockwise order) in the convex polygon $C^i$ that lies inside polygon $T$. Let vertices $b, c \notin V_T$, with $b$ and $c$ not on the same edge of $T$. Then, the edge $(b, c)$ is called expandable. If there exists no expandable edge in $C^i$, then $C' = C^i$, which means we have found the end of the series of convex polygons. If $(b, c)$ is an expandable edge, we expand the edge from vertex $b$ to vertex $c$ as follows:

- If $b$ does not lie on the boundary of $T$, then we let a point $p$ start on $b$ and move on the halfline through $a$ and $b$ away from $b$ until either one of two events happens: $p$ lies on the line through $c$ and $d$, or the triangle $p, c, b$ touches the boundary of $T$. Fix $p$ as soon as the first of these events happens. Figure 2 shows a list of all possible cases, where the edges from polygon $T$ are drawn as thick edges: Point $p$ lies on the intersection point of the lines from $a$ through $b$ and from $c$ through $d$ as in case (a), or there is a vertex $v_l$ on the line segment from $p$ to $c$ as in case (b), or $p$ lies on an edge of $T$ as in case (c).
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If $b$ lies on the boundary of $T$, i.e. on some edge of $T$, say from $v_k$ to $v_{k+1}$, then let $p$ move as before, except that the direction of the move is now on the way from $v_k$ through $b$ up until $v_{k+1}$ at most (instead of the ray from $a$ through $b$).

Figure 2 shows a list of all possible cases: Point $p$ either lies at vertex $v_{k+1}$ as in case (d), or on the intersection point of the lines from $b$ to $v_{k+1}$ and from $d$ through $c$ as in case (e), or there is a vertex $v_l$ on the line segment from $p$ to $c$ as in case (f).

A new convex polygon $C_i^p$ is obtained by simply adding point $p$ as a vertex in the ordered set of vertices of $C_i^p$ between the two vertices $b$ and $c$. Furthermore, eliminate all vertices in $C_i^p$ that have collinear neighbors and that are not vertices in $V_T$.

Note that an edge from two consecutive vertices $b$ and $c$ with $b, c \notin V_T$ can always be expanded in such a way that the triangle $b, p, c$ that is added to the convex polygon is non-degenerate, i.e., has non-zero area, unless $b$ and $c$ both lie on the same edge of polygon $T$. This follows from the cases (a) - (f) of Fig. 2.

Now, let $C_{i+1}^p = C_i^p$, if either a new vertex of $T$ has been added to $C_i^p$ in the expansion of the edge, which is true in cases (b), (d), and (f), or the number of vertices of $C_i^p$ that are not vertices of $T$ has decreased, which is true in case (a).

If $p$ is as in case (c), we expand the edge $(p, c)$, which will result in either case (d), (e), or (f). Note that in cases (d) and (f), we have found $C_i^{i+1}$. If $p$ is as in case (e), we expand the edge $(p, d)$, which will result in either case (d), (e), or (f).

If it is case (e) again, we repeat the procedure by expanding the edge from $p$ and the successor (clockwise) of $d$. This needs to be done at most $|C_i^p|$ times, since the procedure will definitely stop once it gets to vertex $a$. Therefore, we obtain $C_{i+1}^p$ from $C_i^p$ in a finite number of steps. Let $\tau_i$ denote the number of vertices in $C_i^p$ that are also vertices in $T$ and let $\bar{\tau}_i$ be the number of vertices in $C_i^p$ that are not vertices in $T$. Now note that $\phi(i) = \bar{\tau}_i - 2\tau_i + 2n$ is a function that bounds the number of remaining steps, i.e., it strictly decreases with every increase in
\(i\) and cannot become negative. The existence of this bounding function implies the finiteness of the series \(C^1, C^2, \ldots, C'\) of convex polygons.

By definition, there are no expandable edges left in \(C'\). Call a vertex of \(C'\) a T-vertex, if it is a vertex in \(T\). From the definition of expandable edges, it is clear that there can be at most two non-T-vertices between any two consecutive T-vertices in \(C'\), and if there are two non-T-vertices between two consecutive T-vertices, they must both lie on the same edge in \(T\). Let the T-vertices in \(C'\) be \(t_1, \ldots, t_l\) in clockwise order, and let the non-T-vertices between \(t_i\) and \(t_{i+1}\) be \(nt_{i,1}\) and \(nt_{i,2}\) if they exist. We now replace each non-T-vertex \(nt_{i,j}\) in \(C'\) by one or two vertices \(nt_{i,j}^1\) and \(nt_{i,j}^2\) that are both elements of \(V_j^1\). This will transform the convex polygon \(C'\) into a non-convex polygon \(C''\) (we will show later how \(C''\) can be covered by at most three convex polygons \(C''_1, C''_2, C''_3\)).

To this end, let \(a, b, c\) be the first-order basic triangle in which non-T-vertex \(nt_{i,j}\) lies, as illustrated in Fig. 3. Points \(a, b, c\) are all visible from both vertices \(t_i\) and \(t_{i+1}\). To see this, assume by contradiction that the view from, say, \(t_i\) to \(a\) is blocked by an edge \(e\) of \(T\). Since \(nt_{i,j}\) must see \(t_i\), the edge \(e\) must contain a vertex \(e'\) in the triangle \(t_i, a, nt_{i,j}\), but then \(a\) cannot be a vertex of the first-order basic triangle in which \(nt_{i,j}\) lies, since the line from vertex \(t_i\) through vertex \(e'\) would cut through the first-order basic triangle, an impossibility. Now, let \(d_i\) be the intersection point of the line from \(t_{i-1}\) through \(t_i\) and the line from \(t_{i+1}\) through \(t_{i+2}\). With similar arguments, the triangle \(t_i, d_i, t_{i+1}\) completely contains triangle \(a, b, c\).

Assume that only one non-T-vertex \(nt_{i,1}\) exists between \(t_i\) and \(t_{i+1}\). If the triangle formed by \(t_i, t_{i+1}\) and \(a\) completely contains the triangle \(t_i, nt_{i,1}, t_{i+1}\), we let \(nt_{i,1}^1 = a\), likewise for \(b\) and \(c\) (see Fig. 3(b)). Otherwise, we let \((nt_{i,1}^1, nt_{i,1}^2)\) be \((a, b), (a, c), \) or \((b, c)\) as in Fig. 3(a), such that the polygon \(t_i, nt_{i,1}^1, nt_{i,1}^2, t_{i+1}\) is convex and completely contains the triangle \(t_i, nt_{i,1}, t_{i+1}\). This is always possible by the definition of points \(a, b, c\).

Now, assume that two non-T-vertices \(nt_{i,1}\) and \(nt_{i,2}\) exist between \(t_i\) and \(t_{i+1}\). From the definition of \(C'\), we know that \(nt_{i,1}\) and \(nt_{i,2}\) must lie on the same edge \(e\) of \(T\). Therefore, the basic triangle in which \(nt_{i,1}\) lies must contain a vertex \(a\) either at \(nt_{i,1}\) or preceding \(nt_{i,1}\) on edge \(e\) along \(T\) in clockwise order.

Let \(nt_{i,1}^1 = a\). The basic triangle in which \(nt_{i,2}\) lies must contain a vertex \(b\) either at \(nt_{i,2}\) or succeeding \(nt_{i,2}\) on edge \(e\). Let \(nt_{i,2}^1 = b\). See Fig. 3(c). Note that the convex polygon \(t_i, nt_{i,1}^1, nt_{i,2}^1, t_{i+1}\) completely contains the polygon \(t_i, nt_{i,1}, nt_{i,2}, t_{i+1}\).

![Fig. 3. Replacing non-T-vertices](image-url)
and for all odd non-convex polygon $C$ shows an example. Obviously, all of $C_i$ are convex and together cover it with only two convex polygons using the same concept. This completes the proof.

After applying this change to all non-$T$-vertices in $C'$, we obtain a (possibly) non-convex polygon $C''$. First, assume that $C''$ contains an odd number $f$ of $T$-vertices. We let $C'_1$ be the polygon defined by vertices $t_i, nt_{i,j}^k$ and $t_{i+1}$ for all $j, k$ and for all odd $i$, but $i \neq f$. By construction, $C''$ is convex. Let $C''_2$ be the polygon defined by vertices $t_i, nt_{i,j}^k$ and $t_{i+1}$ for all $j, k$ and for all even $i$. Finally, let $C''_3$ be the polygon defined by vertices $t_f, nt_{f,j}^k$ and $t_1$ for all $j, k$. Figure 4 shows an example. Obviously, $C''_1$, $C''_2$, and $C''_3$ are convex and together cover all of $C''$. Second, assume that $C''$ contains an even number of $T$-vertices, and cover it with only two convex polygons using the same concept. This completes the proof.

4 Finding Maximum Convex Polygons

Assume that each second-order basic triangle from a polygon $T$ is assigned a weight value of either 1 or 0. In this section, we present an algorithm using dynamic programming that computes the convex polygon $M$ in a polygon $T$ that contains a maximum number of second-order basic triangles with weight 1 and that only has vertices from $V_T^1$. For simplicity, we call such a polygon a maximum convex polygon. The weight of a polygon $M$ is defined as the sum of the weights of the second-order basic triangles in the polygon and is denoted by $|M|$. We will later use the algorithm described below to iteratively compute a maximum convex polygon with respect to the triangles that are not yet covered, to eventually obtain a convex cover for $T$.

Let $a, b, c \in V_T^1$. Let $P_{a,b,c}$ denote the maximum convex polygon that:

- contains only vertices from $V_T^1$, and
- contains vertices $a, b, c$ in counterclockwise order, and
- has $a$ as its left-most vertex, and
- contains additional vertices only between vertices $a$ and $b$.

Given three vertices $a, b, c \in V_T^1$, let $A$ be the (possibly infinite) area of points that are:
to the right of vertex $a$, and
- to the left of the line oriented from $b$ through $a$, and
- to the left of the line oriented from $b$ through $c$.

For an illustration, see Fig. 3. Let $P'_{a,b,c} = \max_{d \in V_1^T \cap A} P_{a,d,b} \cup \Delta a, b, c$, where max is defined as follows (to simplify notation):

$$\max\{P_1, P_2\} = \begin{cases} P_1 & \text{if } |P_1| \geq |P_2| \\ P_2 & \text{otherwise} \end{cases}.$$ 

**Lemma 1.** $P_{a,b,c} = P'_{a,b,c}$, if the triangle $a, b, c$ is completely contained in the polygon $T$.

**Proof.** Consider $P_{a,b,c}$, which is maximum by definition. $P_{a,b,c}$ must contain additional vertices between $a$ and $b$ (otherwise the lemma is trivially true). Let $d'$ be the predecessor of $b$ in the counterclockwise order of $P_{a,b,c}$. Vertex $d'$ must lie in area $A$ as defined above, otherwise the polygon $a, d', b, c$ would either be non-convex, not have $a$ as its left-most vertex, or not be in the required counterclockwise order. Now consider $P'' = P_{a,b,c} - \Delta a, b, c$. From the definition of area $A$ it is clear the $P''$ can only contain vertices that lie in $A$. Now $P_{a,d',b}$ is maximum by definition, and it is considered when computing $P'_{a,b,c}$.

Let $M$ be a maximum convex polygon for a polygon $T$ with weights assigned to the second-order basic triangles. Let $a$ be the left-most vertex of $M$, let $c$ be the predecessor of $a$ in $M$ in counter clockwise order, and let $b$ be the predecessor of $c$. Then $|P_{a,b,c}| = |M|$ by definition.

We will now use Lemma 1 to construct an algorithm, which takes as input a polygon $T$ and an assignment of weight 0 or 1 to each second-order basic triangle of $T$ and computes the maximum convex polygon. To this end, we fix vertex $a \in V_1^T$. Let $a'$ be a point with the same $x$-coordinate and smaller $y$-coordinate than $a$. Now, order all other vertices $b \in V_1^T$ to the right of $a$ according to the angle formed by $b, a, a'$. Let the resulting ordered set be $B$ and let $B'$ be the empty set. Take the smallest element $b$ from $B$, remove it from $B$ and add it to set $B'$, then for all $c \in V_1^T \setminus B'$ and to the right of $a$, compute weight $|\Delta a, b, c|$ of the triangle $a, b, c$ and compute $P_{a,b,c}$ according to Lemma 1. Compute weight $|P_{a,b,c}|$ by adding $|\Delta a, b, c|$ to $|P_{a,d,b}|$, where $d$ is the maximizing argument. Note that the computation of $P_{a,b,c}$ according to Lemma 1 is always possible, since all possible vertices $d$ in $P_{a,d,b}$ lie to the left of the line from $b$ to $a$ (see also definition of area $A$) and have therefore smaller angles $d, a, a'$ than $b, a, a'$, and have therefore already been computed. The algorithm is executed for every $a \in V_1^T$, and the maximum convex polygon found is returned.

Note that $|T| = n$, $|V_1^T| = O(n^4)$, and $|V_2^T| = O(n^6)$. Ordering $O(n^4)$ vertices takes $O(n^4 \log n)$ time. Computing the weight of a triangle takes $O(n^6)$ time. Computing $P_{a,b,c}$ takes $O(n^4)$ time. We have to compute the weight of $O(n^8)$ triangles, which gives a total time of $O(n^{24})$. Finally, we have to execute our algorithm for each $a \in V_1^T$, which gives a total running time of $O(n^{28})$. Space requirements are $O(n^{12})$ by using pointers.
5 An Approximation Algorithm for Minimum Convex Cover

Given a polygon $T$, we obtain a convex cover by iteratively applying the algorithm for computing a maximum convex polygon from Sect. 4. It works as follows for an input polygon $T$.

1. Let all second-order basic triangles have weight 1. Let $S = \emptyset$.
2. Find the maximum convex polygon $M$ of polygon $T$ using the algorithm from Sect. 4 and add $M$ to the solution $S$. Decrease the weight of all second-order basic triangles that are contained in $M$ to 0.
3. Repeat step 2 until there are no second-order basic units with weight 1 left. Return $S$.

To obtain a performance guarantee for this algorithm, consider the Minimum Set Cover instance $I$, which has all second-order basic triangles as elements and where the second-order basic triangles with weight 1 of each convex polygon in $T$, which only contains vertices from $V_T$, form a set in $I$. The greedy heuristic for Minimum Set Cover achieves an approximation ratio of $1 + \ln n'$, where $n'$ is the number of elements in $I$ and it works in exactly the same way as our algorithm. However, we do not have to (and could not afford to) compute all the sets of the Minimum Set Cover instance $I$ (which would be a number exponential in $n'$): It suffices to always compute a set, which contains a maximum number of elements not yet covered by the solution thus far. This is achieved by reducing the weights of the second-order basic triangles already in the solution to 0; i.e. a convex polygon with maximum weight is such a set.

Note that $n' = O(n^{16})$. Therefore, our algorithm achieves an approximation ratio of $O(\log n)$ for Restricted Minimum Convex Cover on input polygon $T$. Because of Theorem 1, we know that the solution found for Restricted Minimum Convex Cover is also a solution for the unrestricted Minimum Convex Cover that is at most a factor of $O(\log n)$ off the optimum solution.

As for the running time of this algorithm, observe that the algorithm adds to the solution in each round a convex polygon with non-zero weight. Therefore, there can be at most $O(n^{16})$ rounds, which yields a total running time of $O(n^{44})$.

This completes the proof of our main theorem:

**Theorem 2.** Minimum Convex Cover for input polygons with or without holes can be approximated by a polynomial time algorithm with an approximation ratio of $O(\log n)$, where $n$ is the number of polygon vertices.

6 APX-Hardness of Minimum Convex Cover

The upper bound of $O(\log n)$ on the approximation ratio for Minimum Convex Cover is not tight: We will now prove that there is a constant lower bound on the approximation ratio, and hence a gap remains. More precisely, we prove

\[ \text{Note that by the definition of second-order basic triangles, a second-order basic triangle is either completely contained in } M \text{ or completely outside } M. \]
Minimum Convex Cover to be APX-hard. Our proof of the APX-hardness of Minimum Convex Cover for input polygons with or without holes uses the construction that is used to prove the NP-hardness of this problem for input polygons without holes\(^2\)\(^3\). However, we reduce the problem Maximum 5-Occurrence-3-Sat rather than SAT (as done in the original reduction\(^3\)) to Minimum Convex Cover, and we design the reduction to be gap-preserving\(^4\). Maximum 5-Occurrence-3-Sat is the variant of SAT, where each variable may appear at most 5 times in clauses and each clause contains at most 3 literals. Maximum 5-Occurrence-3-Sat is APX-complete\(^4\).

**Theorem 3.** Let \(I\) be an instance of Maximum 5-Occurrence-3-Sat consisting of \(n\) variables, \(m\) clauses with a total of \(l\) literals, and let \(I'\) be the corresponding instance of Minimum Convex Cover. Let \(OPT\) be the maximum number of satisfied clauses of \(I\) by any assignment of the variables. Let \(OPT'\) be the minimum number of convex polygons needed to cover the polygon of \(I'\). Then:

\[
OPT = m \implies OPT' = 5l + n + 1
\]

\[
OPT \leq (1 - 15\epsilon)m \implies OPT' \geq 5l + n + 1 + \epsilon n
\]

**Proof.** Theorem 3 is proved by showing how to transform the convex polygons of a solution of the Minimum Convex Cover \(I'\) in such a way that their total number does not increase and in such a way that a truth assignment of the variables can be “inferred” from the convex polygons that satisfies the desired number of clauses. The proof employs concepts similar to those used in\(^4\): we do not include details, due to space limitation.

In the promise problem of Maximum 5-Occurrence-3-Sat as described above, we are promised that either all clauses are satisfiable or at most a fraction of \(1 - 15\epsilon\) of the clauses is satisfiable, and we are to find out, which of the two possibilities is true. This problem is NP-hard for small enough values of \(\epsilon > 0\)\(^4\). Therefore, Theorem 3 implies that the promise problem for Minimum Convex Cover, where we are promised that the minimum solution contains either \(5l + n + 1\) convex polygons or \(5l + n + 1 + \epsilon n\) convex polygons, is NP-hard as well, for small enough values of \(\epsilon > 0\). Therefore, Minimum Convex Cover cannot be approximated with a ratio of: 
\[
\frac{5l + n + 1 + \epsilon n}{5l + n + 1} \geq 1 + \frac{\epsilon n}{25n + n + 1} \geq 1 + \frac{\epsilon}{27},
\]
where we have used that \(l \leq 5n\) and \(n \geq 1\). This establishes the following:

**Theorem 4.** Minimum Convex Cover on input polygons with or without holes is APX-hard.

7 Conclusion

We have proposed a polynomial time approximation algorithm for Minimum Convex Cover that achieves an approximation ratio that is logarithmic in the

\(^2\)APX-hardness for Minimum Convex Cover for input polygons without holes implies APX-hardness for the same problem for input polygons with holes.
number of vertices of the input polygon. This has been achieved by showing that there is a discretized version of the problem using no more than three times the number of cover polygons. The discretization may shed some light on the long-standing open question of whether the decision version of the Minimum Convex Cover problem is in $NP$. We know now that convex polygons of optimum solutions only contain a polynomial number of vertices and that a considerable fraction of these vertices are actually vertices from the input polygon. Apart from the discretization, our algorithm applies a Minimum Set Cover approximation algorithm to a Minimum Set Cover instance with an exponential number of sets that are represented only implicitly, through the geometry. We propose an algorithm that picks a best of the implicitly represented sets with a dynamic programming approach, and hence runs in polynomial time. This technique may prove to be of interest for other problems as well. Moreover, by showing $APX$-hardness, we have eliminated the possibility of the existence of a polynomial-time approximation scheme for this problem. However, polynomial time algorithms could still achieve constant approximation ratios. Whether our algorithm is the best asymptotically possible, is therefore an open problem. Furthermore, our algorithm has a rather excessive running time of $O(n^{14})$, and it is by no means clear whether this can be improved substantially.
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Abstract. Let $G = (V, E)$ be a graph on $n$ vertices and let $\Delta$ denote the maximum degree in $G$. We present a distributed algorithm that finds a $O(\Delta \log n)$-edge-coloring of $G$ in time $O(\log^4 n)$.

1 Introduction

In this paper, we consider a problem of edge-coloring of a graph in a distributed model of computations. In our model a network is represented by an undirected graph $G = (V, E)$ where each vertex represents a processor of the network and an edge corresponds to a connection between processors. We assume full synchronization of the network: in every step, each processor sends messages to all its neighbors, receives messages from all of its neighbors, and can perform some local computations. The number of steps should be polylogarithmic in the size of the graph, and in addition we insist that the local computations of each processor are performed in polynomial time. The above model is more restrictive than a classical distributed model introduced by Linial in [Li92]. In Linial’s model there is no restriction on local computations performed by processors (for example processors can perform computations in exponential time). By default, all processors have different IDs, each processor knows $|V|$, the number of vertices in $G$, and $\Delta(G)$, the maximal degree in $G$.

In the edge-coloring problem the goal of a distributed algorithm is to properly color the edges of $G$ in a polylogarithmic (in $n = |V|$) number of steps. The main difficulty of designing such an algorithm comes from the fact that in such a "short time" a vertex $v$ can learn only about vertices and edges that are within a "small" distance from $v$ and based on this local information, a proper
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coloring of $E$ must be obtained. Let $\Delta$ denote the maximum degree of $G$. By Vizing’s theorem there is a proper edge-coloring of $G$ with $\Delta + 1$ colors but the known proofs of this theorem don’t lead to a distributed algorithm. It is therefore natural to aim for an algorithm that uses $O(\Delta)$ colors. In [Li92], Linial presented an algorithm which, in $\log^* n$ number of steps, colors vertices of $G$ using $O(\Delta^2)$ colors. Linial’s procedure can be used to obtain a $O(\Delta^2)$-edge-coloring of $G$. Very recently, De Marco and Pelc claimed that an algorithm presented in [MaPe01] colors the vertices of $G$ in $O(\Delta)$ colors. Unfortunately, no complete proof of the main lemma in [MaPe01] has been offered. In addition, in their algorithm the amount of local computations is not polylogarithmically bounded.

In this paper, we present a distributed algorithm which colors edges of graph in $O(\Delta \log n)$ colors. Our approach is based on computing a family of spanners of $G$. It turns out that this family can be used to color a constant fraction of edges of $G$ using $O(\Delta)$ colors. Iterating this process $O(\log n)$ steps leads to a proper coloring of $E$. However in each iteration a palette of $O(\Delta)$ new colors is needed. Spanners were previously successfully used by Hanckowiak, Karoński and Panconesi [HKP99], to design a distributed algorithm for a maximal matching problem.

The rest of this paper is structured as follows. In Section 2, we present a procedure that constructs a family of spanners. Section 3 contains the description of our main algorithm and the proof of its correctness.

2 Family of Spanners

In this section, we present an algorithm that finds a family of spanners that are used to color our graph. The main idea of the algorithm is as follows. Suppose for a moment that all vertices in the graph have degree that are powers of two. In order to color the edges, we find a subgraph such that each vertex has degree (in this subgraph) equal to half of the original degree. We assign one to edges of the subgraph and zero to remaining edges. Next we repeat the procedure in ”one-subgraph” and in ”zero-subgraph”. As a result we obtain a sequence of zeros and ones on each edge. This sequence is a color of an edge. Note that in the distributed model we can not split a graph in such an exact way, but we can do it approximately.

Let us start with some definitions. A bipartite graph $H = (A, B, E)$ is called a $D$-block if for every vertex $a \in A$,

$$\frac{D}{2} < \deg_H(a) \leq D.$$ 

**Definition 1.** An $(\alpha, \beta)$-spanner of a $D$-block $H = (A, B, E)$ is a subgraph $S = (A', B, E')$ of $H$ such that the following conditions are satisfied.

1. $|A'| \geq \alpha |A|$.
2. For every vertex $a \in A'$, $\deg_S(a) = 1$.
3. For every vertex $b \in B$, $\deg_S(b) < \frac{\beta}{D} \deg_H(b) + 1$. 


Procedure FINDSPANNERS finds a family of $O(D)$ edge-disjoined $(\alpha, \beta)$ -spanners in a $D$-block for some constants $\alpha$ and $\beta$. In each iteration of the main loop of FINDSPANNERS we invoke a procedure SPLITTER that, in parallel, to each edge $e$ assigns the labels $\text{bit}(e) \in \{0, 1\}$ and $\text{bad}(e) \in \{\text{Yes}, \text{No}\}$. As a result, on every edge $e$ we obtain a sequence of bits, that will be denoted by $\text{BitsSeq}(e)$. In each iteration, we add (concatenate) a new bit to $\text{BitsSeq}(e)$ increasing its length by one. During the execution of the algorithm some of the edges will be excluded from further considerations. Such edges will be marked by concatenating letter ”N” to the end of $\text{BitsSeq}(e)$. When FINDSPANNERS quits then the sequences $\text{BitsSeq}$ define a family of spanners. If the sequence $\text{BitsSeq}(e)$ does not end with ”N” then $\text{BitsSeq}(e)$ is the number of a spanner that contains edge $e$. If the sequence $\text{BitsSeq}(e)$ ends with ”N” then $e$ does not belong to any spanner of the family. By $S_{<i_1, \ldots, i_k>}$, where $i_j \in \{0, 1\}$, we denote a subgraph of $D$-block $H = (A, B, E)$ induced by these edges $e$ for which $\text{BitsSeq}(e)$ starts with a sequence $(i_1, \ldots, i_k)$. By $S_{<\gamma>}$ we denote the whole block $H$. Let $N_J(v)$ denote the set of neighbors of $v$ in a graph $J$ and let $d_J(v) = |N_J(v)|$.

**Procedure FINDSPANNERS**

1. For $j := 0, \ldots, \log(D - 3)$ do:
   In parallel, for every subgraph $J := S_{<i_1, \ldots, i_j>}$, where $<i_1, \ldots, i_j>$ is an arbitrary sequence of bits, do:
   - Invoke procedure SPLITTER in $J$, which determines two functions:
     
     $\text{bit} : E(J) \mapsto \{0, 1\}$
     $\text{bad} : E(J) \mapsto \{\text{Yes}, \text{No}\}$
   - In parallel, for every $v \in A$, do:
     - If the number of edges $\{v, u\}, u \in N_J(v)$, such that $\text{bad}(v, u) = \text{Yes}$ is larger than $d_J(v)/\log n$, then for every $u \in N_J(v)$, do:
       
       $\text{BitsSeq}(v, u) := \text{BitsSeq}(v, u) \circ "N"$
       - else, for every $u \in N_J(v)$, do:
         
         $\text{BitsSeq}(v, u) := \text{BitsSeq}(v, u) \circ \text{bit}(v, u)$
   2. Let $j := \log(D - 4)$. In parallel, for every subgraph $J := S_{<i_1, \ldots, i_j>}$, where $<i_1, \ldots, i_j>$ is an arbitrary sequence of bits, do:
      For every vertex $v \in V(J) \cap A$ do:
      - If $d_J(v) \geq 2$ then change the $j$th bit in all but one edges incident to $v$ to ”N”.
  3. The result of this procedure is a set of subgraphs $S_{<i_1, \ldots, i_{\log(D - 4)>}}$, where $<i_1, \ldots, i_{\log(D - 4)}>$ is an arbitrary sequence of bits.
     Every such subgraph is a spanner.

Before we describe procedure SPLITTER let us define a *vertex-splitting* operation. For a vertex $v$ let $e_0, \ldots, e_{k-1}$ denote edges incident to $v$. If $k$ is even then we replace $v$ by vertices $v_0, \ldots, v_{\lfloor k/2 \rfloor - 1}$, where each $v_i$ has degree two. If $k$ is odd then in addition we add one vertex $v_{\lfloor k/2 \rfloor}$ of degree one. Then, for $i \leq \lfloor k/2 \rfloor - 1$, edges $e_{2i}, e_{2i+1}$ are incident to $v_i$ and if $k$ is odd then $e_{k-1}$ is incident to $v_{\lfloor k/2 \rfloor}$.
After splitting the vertices we obtain a graph of maximum degree two, that is a union of paths and cycles. Some of the vertices on a cycle (or path) will be marked as border vertices. Paths that connect two consecutive border vertices are called segments. Also the path-segments that connect an endpoint of a path with its closest border vertex are called segments.

In the procedure Splitter, given below, we will use procedures from [HKP99] to partition paths and cycles into segments of length at least \( \ell := 400 \log^2 n \), in addition, marked by an alternating sequence of bits 0 and 1. Using the algorithms from [HKP99] such a partition can be found distributively in time \( O(\log^2 n) \).

**Procedure Splitter(\( J \))**

1. Split every vertex of a graph \( J \) into groups of vertices of degree two (and possibly one of degree one) to obtain a union of paths and cycles.
2. Using procedures from [HKP99] (see procedures LongArrows and Splitter) find in time \( O(\log^2 n) \) segments of length which is greater than or equal to \( \ell := 400 \log^2 n \). In addition the procedures from [HKP99] assigns bits 0 and 1 to edges of a segment, so that edges that are adjacent in the segment have different bits assigned to them.
3. For every vertex \( w \) in the union of paths and cycles that corresponds to some vertex \( v \in V(\( J \)) \setminus B \) in the original graph, do: If \( w \) is a border vertex and both edges incident to \( w \) have the same bit assigned then flip the value of one of them (i.e., 0 \( \leftrightarrow \) 1 or 1 \( \leftrightarrow \) 0).
4. As a result two functions are obtained:
   - \( \text{bit} : E(\( J \)) \mapsto \{1, 0\} \)
   - \( \text{bad} : E(\( J \)) \mapsto \{\text{Yes}, \text{No}\} \),
   where \( \text{bit}(e) \) is equal to the bit assigned to edge \( e \) in step 2.
   If \( e \) is incident to a border vertex then put \( \text{bad}(e) = \text{Yes} \), else \( \text{bad}(e) = \text{No} \). (In particular, if \( e \) is an endpoint of a path then \( \text{bad}(e) = \text{No} \).)

An edge \( e \) is called bad if \( \text{bad}(e) = \text{Yes} \). If edge is not bad then it is called good.

A vertex \( v \in V(\( J \)) \cap A \) is called nasty if there are more than \( d_J(v)/\log n \) bad edges incident to \( v \). Otherwise a vertex is called pliable. Observe that if an edge \( e \) is incident to a nasty vertex then FindSpanners assigns ”N” to \( e \).

Let \( S_{<i_1,\ldots,i_j,i_{j+1}>} \) be a sequence of bits (i.e. \( i_k \in \{0, 1\} \)). Denote by \( J := S_{<i_1,\ldots,i_j>,d_j(v):=d_J(v), \text{and } d_{j+1}(v):=d_{S_{<i_1,\ldots,i_j,i_{j+1}>}}(v)}. \)

In addition, let \( P_j := V(\( J \)) \cap A \) and \( P_{j+1} := V(S_{<i_1,\ldots,i_j,i_{j+1}>}) \cap A \).

Note that \( P_{j+1} \) is the set of pliable vertices in graph \( J \) obtained by Splitter in the \( j \)th iteration of FindSpanner.

**Lemma 1.** For every vertex \( v \in P_{j+1} \),

\[
\frac{1}{2} \left( \left( 1 - \frac{2}{\log n} \right) d_j(v) - 1 \right) \leq d_{j+1}(v) \leq \frac{1}{2} \left( \left( 1 + \frac{2}{\log n} \right) d_j(v) + 1 \right), \tag{1}
\]

and for every \( v \in B \),

\[
d_{j+1}(v) \leq \frac{1}{2} \left( d_j(v) + 1 \right). \tag{2}
\]
Proof. Let $e_+$ and $e_-$ denote the number of good and bad vertices (respectively) incident to $v$. Of course $d_j(v) = e_+ + e_-$. First we prove \((1)\). Let $v \in P_{j+1}$ and let $v_1, \ldots, v_k$ denote vertices obtained from $v$ after vertex-splitting operation. Then, since $v$ is pliable, $e_- \leq d_j(v)/\log n$. To obtain the upper bound for $d_{j+1}(v)$, observe that the worst case will arise if the following conditions are satisfied: there is no vertex $v_i$ that is incident to two bad edges, vertices from $\{v_1, \ldots, v_k\}$ that are incident to one bad edge have on both edges incident to them bit $i_{j+1}$, $d_j(v)$ is odd, and the bit on the edge incident to $v_k$ (vertex of degree one) is $i_{j+1}$. Consequently,

$$d_{j+1}(v) \leq 2e_- + (e_+ - e_- - 1)/2 + 1 \leq \frac{1}{2} \left( \left(1 + \frac{2}{\log n}\right) d_j(v) + 1 \right).$$

To obtain a lower bound for $d_{j+1}(v)$, notice that the worst scenario for this case will arise if the following conditions are satisfied: there is no vertex $v_i$ that is incident to two bad edges, vertices from $\{v_1, \ldots, v_k\}$ that are incident to one bad edge have on both edges incident to them bit $1 - i_{j+1}$, $d_j(v)$ is odd, and the bit on the edge incident to $v_k$ is $1 - i_{j+1}$. Then,

$$d_{j+1}(v) \geq (e_+ - e_- - 1)/2 \geq \frac{1}{2} \left( \left(1 - \frac{2}{\log n}\right) d_j(v) - 1 \right).$$

Inequality \((2)\) follows from step 3 of procedure \textsc{Splitter}.

Lemma 2. In the $j$th iteration of procedure \textsc{FindSpanners} ($j = 0, \ldots, \log D - 3$), the following condition is satisfied:

$$|P_{j+1}| \geq |P_j| \left(1 - \frac{1}{200 \log n} \frac{\Delta_j}{\delta_j}\right),$$

where, $\Delta_j = \max\{d_j(v) : v \in P_j\}$ and $\delta_j = \min\{d_j(v) : v \in P_j\}$.

Proof. Proof is the same as the proof of a similar lemma in \cite{HKP99}. Recall that $P_{j+1}$ is the set of pliable vertices obtained after execution of \textsc{Splitter} in the $j$th iteration of procedure \textsc{FindSpanners}. Let $N_{j+1}$ be the set of nasty vertices and let $be[N_{j+1}]$ denote the number of bad edges incident to vertices from $N_{j+1}$. Observe that $|P_{j+1}| + |N_{j+1}| = |P_j|$. First we establish a lower bound for $be[N_{j+1}]$. Note that if $v \in N_{j+1}$ then there are at least $\delta_j/\log n$ bad edges incident to $v$. Therefore,

$$be[N_{j+1}] \geq |N_{j+1}| \frac{\delta_j}{\log n}.$$

Observe that $be[N_{j+1}]$ can be bounded from above by the number of all bad edges in graph $\mathcal{J}$. Since $|E(\mathcal{J})| \leq \Delta_j |P_j|$ and every segment has length at least $\ell = 400 \log^2 n$ and contains at most two bad edges,

$$be[N_{j+1}] \leq \frac{2 |P_j| \Delta_j}{400 \log^2 n}.$$
Combining last two inequalities yields

$$|N_{j+1}| \leq \frac{1}{200 \log n} \frac{\Delta_j}{\delta_j} |P_j|$$

and the lemma follows.

**Theorem 1.** Let $H = (A, B, E)$ be a $D$-block. Procedure `FINDSPANNERS` finds in $O(\log^3 n)$ rounds a family of $\frac{1}{16}D$, $(\frac{1}{2}, 16)$-spanners of $H$.

**Proof.** There are $O(\log D)$ iterations in procedure `FINDSPANNERS`. In each iteration, main computations are performed by `SPLITTER` which runs in $O(\log^2 n)$ rounds. Thus the number of rounds is $O(\log^3 n)$.

Recall that $d_j(v) := d_{S_{i_1, \ldots, i_j}}(v)$, $P_j := V(S_{i_1, \ldots, i_j}) \cap A$. Let $k := \log D - 4$.

We will show that for every sequence of bits $<i_1, \ldots, i_k>$, graph $S := S_{i_1, \ldots, i_k}$ is a $(\frac{1}{2}, 16)$-spanner. Hence, we have to verify that $S$ satisfies the following three conditions.

- $|P_k| > \frac{1}{2} |P_0|
- \forall v \in P_k : d_k(v) = 1$
- $\forall v \in B : d_k(v) < 16 d_0(v) \frac{1}{D} + 1$

First we observe that the third condition is satisfied. By (2) in Lemma 1., we see that for every $v \in B$,

$$d_k(v) \leq \left(\frac{1}{2}\right)^k (d_0(v) - 1) + 1$$

which shows that the third condition is satisfied. Applying Lemma 1.(part (1)) $k$ times shows that for every $v \in P_k$,

$$q_-(d_0(v) + 1) - 1 \leq d_k(v) \leq q_+(d_0(v) - 1) + 1$$

where

$$q_- = \frac{1}{2} \left(1 - \frac{2}{\log n}\right), \quad q_+ = \frac{1}{2} \left(1 + \frac{2}{\log n}\right)$$

Since $\forall v \in A : D/2 < d_0(v) \leq D$, we have that for every $v \in P_k$,

$$q_-(\frac{D}{2} + 1) - 1 \leq d_k(v) \leq q_+(D - 1) + 1.$$

So, for sufficiently large $n$,

$$q_-(\frac{D}{2} + 1) - 1 > 8e^{-2(1 + \frac{2}{\log n})} - 1 > 0$$

and

$$q_+(D - 1) + 1 < 16e^2 + 1 < 120.$$
Thus for every $v \in P_k$, $d_k(v) > 0$. Since in step 2 of FINDSPANNERS we disregard all but one edge incident to $v$, the second condition is satisfied. Finally we verify that the first condition is satisfied as well. Indeed, apply Lemma $k$ times. Then

$$|P_k| \geq |P_0| \prod_{j=0}^{k-1} \left(1 - \frac{1}{200 \log n} \frac{\Delta_j}{\delta_j}\right).$$

Note that

$$\frac{\Delta_j}{\delta_j} \leq \frac{q^j(D - 1) + 1}{q^j(D/2 + 1) - 1} \leq 120$$

since the fraction in the middle is an increasing function of $j$ for $j \leq k$. Therefore, for $n$ sufficiently large, we have

$$|P_k| \geq |P_0|\left(1 - \frac{3}{5 \log n}\right)^{\log n} \geq \frac{1}{2}|P_0|.$$

3 Algorithm

In this section, we present and analyze our edge-coloring algorithm. The algorithm runs in $O(\log^4 n)$ rounds and uses $O(\Delta \log n)$ colors. The algorithm can be divided into four smaller procedures: FINDSPANNERS, COLORSPANNER, COLORBIPARTITE, COLORGRAPH. Procedure FINDSPANNERS finds a family of edge-disjoint spanners of a block and was presented in a previous section. Let $H = (A, B, E)$ be a $D$-block, $m = |A| + |B|$, $\alpha = \frac{1}{2}$ and $\beta = 16$. Then, by Theorem 1, FINDSPANNERS finds in $O(\log^3 m)$ rounds a family of $D/\beta$ edge-disjoint $(\alpha, \beta)$-spanners. First, we describe a procedure that colors a family of spanners found by FINDSPANNERS. Note that a single spanner is simply a collection of vertex-disjoint stars, with centers of stars in set $B$, and so vertices of $B$ (in parallel) can color edges of the spanner provided they have enough colors available. We need some additional notation. Let

$$K := \frac{\beta}{D} \Delta + 1,$$

and for $j := 1, \ldots, D/\beta$ let

$$I_j := \{(j - 1)K, \ldots, jK - 1\}.$$

**Procedure COLORSPANNER**

1. Find a collection of spanners $S_1, \ldots, S_{D/\beta}$ using FINDSPANNERS.
2. In parallel for every vertex $b \in B$ do:
   - For every $j := 1, \ldots, D/\beta$ do:
     - Color edges of $S_j$ incident to $b$ using colors from $I_j$. 
Lemma 3. Let $H = (A, B, E)$ be a $D$-block, $m = |A| + |B|$. Procedure \textsc{ColorSpanner} colors at least $\frac{\alpha}{\beta}|E|$ edges of $H$ using $O(\Delta)$ colors and runs in $O(\log^3 m)$ rounds.

Proof. Indeed, since every $(\alpha, \beta)$-spanner contains at least $\alpha|A| \geq \frac{\alpha}{\beta}|E|$. Also, for every $j = 1, \ldots, D/\beta$ and every vertex $b \in B$, $\deg_{S_j}(b) \leq K = |I_j|$ and so edges within one spanner are colored properly. Since we use different colors to color different spanners, coloring obtained by \textsc{ColorSpanner} is proper. Hence $O(\Delta)$ colors is sufficient, because at each vertex of $B$ we need $\frac{1}{\beta}DK$ colors and $D \leq \Delta$.

We can now consider bipartite graphs. Let $G = (L, R, E)$ be a bipartite graph with $|L| = |R| = n$. For $e = \{u, v\} \in E$ define a weight of $e$ as

$$\omega(e) := \deg_G(u)$$

and let

$$\omega(E) := \sum_{e \in E} \omega(e)$$

be a total weight of a set $E \subset E$. Trivially, we have

$$\omega(E) \leq n^3.$$ 

Let $D_i := \Delta/2^i$, where $i = 0, \ldots, \log \Delta$, and consider $D_i$-blocks $H_i = (A_i, B, E_i)$ where

$$A_i := \{u \in L : \frac{D_i}{2} < \deg_G(u) \leq D_i\}, \quad B := R,$$

and $E_i$ contains all edges of $G$ that have an endpoint in $A_i$.

Procedure \textsc{ColorBipartite}

1. In parallel, for $i = 0, \ldots, \log \Delta$, color every $H_i$ using \textsc{ColorSpanner}.
2. In parallel for every vertex $v \in R$ do:
   - For every color $c$ do:
     a) Define $E_{c,v}$ to be the set of edges incident to $v$ that are colored with color $c$.
     b) Find in $E_{c,v}$ an edge $e$ with maximum weight and uncolor all edges in $E_{c,v}$ except $e$.

Lemma 4. Let $G = (L, R, E)$ be a bipartite graph with $n = |L| = |R|$. Procedure \textsc{ColorBipartite} properly colors a set $\tilde{E} \subset E$ such that $\omega(\tilde{E}) \geq \omega(E)/(6\beta)$ using $O(\Delta)$ colors and runs in $O(\log^3 n)$ rounds.

Proof. Sets $A_i$ are disjoint and so after step 1 of the algorithm, there will be no edges of the same color that are incident to vertices of $L$. After step 2, every vertex $v \in R$ has at most one edge of a given color incident to it. Let $\tilde{E}_i \subset E_i$ denote the set of edges of the $i$th block that are colored in step 1. From Lemma
\(|E| \geq \alpha|E_0|/\beta\), and since the minimum degree in \(H\) is larger than \(D_i/2\), we have \(\omega(E_i) \geq \alpha|E_i|D_i/(2\beta)\). Consequently

\[
\omega(E_0 \cup \ldots \cup E_{\log \Delta}) \geq \frac{\alpha}{2\beta} \sum_i |E_i|D_i \geq \frac{\alpha}{2\beta} \omega(E).
\]

We need to argue that at least one third of this weight is maintained after "correction" done in the second step of the procedure. Fix a vertex \(v \in R\) and color \(c\). Let \(M := M(v, c)\) denote the maximum weight of an edge incident to \(v\) in color \(c\). Since edges incident to \(v\) that have the same color must belong to different blocks, weight of edges incident to \(v\) that have color \(c\) is less than

\[
M + \sum_{i \geq 0} \frac{M}{2^i} < 3M.
\]

Therefore, the total weight of edges that remain colored is at least \(\frac{\alpha}{6\beta} \omega(E)\).

Before we proceed, we need one additional concept. Let \(P = (V, E)\) be a path or cycle on at least two vertices. A partition \(V_1, \ldots, V_t\) of \(V\) is called short if the following conditions are satisfied.

1. Every graph \(P_i = P[V_i]\) induced by \(V_i\) is a path or cycle.
2. For every \(i = 1, \ldots, t\), \(2 \leq |V_i| = O(\log |V|)\).
3. For every \(i = 1, \ldots, t - 1\), \(|V_i \cap V_{i+1}| = 1\). If \(P\) is a cycle then \(|V_0 \cap V_t| = 1\).

Vertices that belong to \(V_i \cap V_{i+1}\) for some \(i\) are called border vertices. In [AGLP89], the following fact is proved.

**Lemma 5.** Let \(P = (V, E)\) be a path or cycle with \(|V| \geq 2\). There is a procedure that finds a short partition of \(P\) in \(O(\log |V|)\) rounds.

Let us now consider an arbitrary graph \(G = (V, E)\). Our first task is to obtain an auxiliary bipartite graph from \(G\) which will be colored using COLORBIPARTITE. Define a bipartite graph \(G' := (L, R, E')\) as follows. Every vertex splits itself into two vertices \((v, 0)\) and \((v, 1)\). Let \(L := \{(v, 0) : v \in V\}, R := \{(v, 1) : v \in V\}\) and \(\{(u, 0), (v, 1)\} \in E'\) if and only if \(u < v\) and \(\{u, v\} \in E\).

**Procedure ColorGraph**

1. Obtain \(G' = (L, R, E')\) from \(G = (V, E)\) as described above.
2. Apply COLORBIPARTITE to \(G'\).
3. Obtain a coloring of \(G\) by merging vertices \((v, 0), (v, 1)\) that correspond to a single vertex \(v \in V\). (This operation can result in some monochromatic paths and cycles.)
4. In parallel for every monochromatic path and cycle \(P\) do:
   a) Find a short partition of \(P\) into segments \(P_1, \ldots, P_t\).
   b) In parallel for every segment \(P_i\) do:
      - Find a matching \(M_1\) that saturates all but at most one vertex in \(P_i\) and let \(M_2 := E(P_i) \setminus M_1\).
      - If \(\omega(M_1) \geq \omega(M_2)\) then uncolor edges of \(M_2\). Otherwise uncolor edges of \(M_1\).
c) In parallel for every border vertex $v$ do:
   - If both edges incident to $v$ have the same color then uncolor an edge with a smaller weight.

A weight $\omega(\{u, v\})$ of an edge $\{u, v\} \in E$ with $u < v$ is defined as the number of vertices $w \in V$ such that $u < w$ and $\{u, w\} \in E$. Thus the weight of $\{u, v\}$ is exactly equal to the weight of edge $\{(u, 0), (v, 1)\} \in E'$. In the same way as in (4) we can define $\omega(E)$ for any set $E \subseteq E$.

**Lemma 6.** Let $G = (V, E)$ be a graph with $n = |V|$. Procedure ColorGraph colors a set $\bar{E} \subseteq E$ such that $\omega(\bar{E}) \geq \omega(E)/(24\beta)$ using $O(\Delta)$ colors and runs in $O(\log^3 n)$ rounds.

*Proof.* From Lemma 4, we know that after step 2 we colored a set $E' \subseteq E$ such that $\omega(E') \geq \alpha \omega(E')/(6\beta)$. Thus the total weight of edges that remain colored after step 4(b) is at least $\omega(E')/2$. Finally, the total weight of edges that remain colored after step 4(c) is at least $\omega(E')/4$. Since $\omega(E') = \omega(E)$, procedure ColorGraph colors a set $\bar{E}$ such that $\omega(\bar{E}) \geq \alpha \omega(E)/(24\beta)$.

Iterating ColorGraph $O(\log n)$ times yields a proper coloring of graph $G = (V, E)$.

**Procedure Color**

1. Run $O(\log n)$ times:
   - Use procedure ColorGraph with a palette of $O(\Delta)$ new colors (different than previously used colors) to properly color set $\bar{E} \subseteq E$.
   - Let $E := E \setminus \bar{E}$.

**Theorem 2.** Let $G = (V, E)$ be a graph with $n = |V|$. Procedure Color properly colors edges of $G$ using $O(\Delta \log n)$ colors and runs in $O(\log^4 n)$ rounds.

*Proof.* By Lemma 6 in each iteration of the procedure $\bar{E}$ is properly colored using $O(\Delta)$ colors. Since COLOR uses different colors in each iteration, obtained coloring is proper.

To complete the proof, we show that $E$ is empty after $O(\log n)$ iterations of the main loop in COLOR. Notice that $E \neq \emptyset$ is equivalent to $\omega(E) \geq 1$. Let $p = (1 - \frac{\alpha}{24})^{-1}$ and let $\omega$ denote the weight of the edge set of graph $G$. By Lemma 6 the total weight of edges left after the $k$th iteration is at most $\omega/p^k$. Since $\omega \leq n^3$, the right hand side of the last inequality is less than one if $k > \frac{3 \log n}{\log p}$.
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Abstract. We examine the replica placement aspect of a distributed peer-to-peer file system that replicates and stores files on ordinary desktop computers. It has been shown that some desktop machines are available for a greater fraction of time than others, and it is crucial not to place all replicas of any file on machines with low availability. In this paper we study the efficacy of three hill-climbing algorithms for file replica placement. Based on large-scale measurements, we assume that the distribution of machine availabilities be uniform. Among other results we show that the MinMax algorithm is competitive, and that for growing replication factor the MinMax and MinRand algorithms have the same asymptotic worst-case efficacy.

1 Introduction

Farsite [10] is a distributed peer-to-peer file system that replicates and stores files on ordinary desktop computers rather than on dedicated storage servers. Multiple replicas are created so that a user can access a file if at least one of the machines holding a replica of that file is accessible. It has been shown [9] that some desktop machines are available for a greater fraction of time than others, and it is crucial not to place all replicas of any file on machines with low availability, or the availability of that file will suffer.

In earlier work [9], we evaluated the efficacy and efficiency of three hill-climbing algorithms for file replica placement, using competitive analysis and simulation. The scenario under consideration was a static problem in which the availability of each machine was fixed, and each replica stably remained on the machine to which the placement algorithm assigned it. Our study found that algorithmic efficiency and efficacy ran counter to each other: The algorithm with the highest rate of improvement yielded a final placement with the poorest quality relative to an optimal placement.

In actual practice, the replica placement problem is not static. The availability of each machine (defined loosely as the fraction of time it is accessible) varies
over time as user behavior changes. In addition, file replicas may be evicted from machines by other processes in the system. The replica placement algorithm does not produce a static final placement that thereafter persists; rather, it continuously operates to correct for dynamic changes in the system. Viewed from this dynamic perspective, extensive Monte Carlo simulation shows that the MinMax algorithm consistently out-performs the other two algorithms, even though it was proven \[9\] to be non-competitive. Hence, our theoretic worst-case competitive analysis opposes use of the algorithm that appears best in practice.

We thus face an apparent dilemma: Either we fail to exploit an algorithm that is demonstrably efficient, or we risk the possibility that our system will encounter a distribution of machine availabilities that renders our algorithm useless. In the present paper, we make stronger assumptions about the algorithm’s input, based on large-scale measurement of machine availability \[3\]. Given these assumptions, which – we stress – are a close approximation of the behavior of actual machines, we show that the MinMax algorithm is competitive for the levels of replication we intend to use in actual deployment. Obtaining these new results requires completely different analysis methods from those used for our earlier general-distribution results, which relied on highly unusual availability distributions utterly dissimilar to those found in real systems.

Furthermore, our earlier studies evaluated competitiveness in terms of the least available file, which is a straightforward quantity to analyze. However, from a systems perspective, a better metric is the effective availability of the overall storage system, which is readily computable in simulation. In the present paper, we show that all worst-case results for minimum file availability are also worst-case results for effective system availability, further legitimizing the relevance of our theoretic analyses.

In our opinion, the significance of this work lies in the fusion of four elements: an important problem from an emerging area of systems research, simulation results that demonstrate the practical performance of a suite of algorithms, large-scale measurements of deployed systems that provide a tractable analytic model, and rigorous theoretic analysis to provide confidence in the algorithm selected for use in the actual system. We consider this an exemplary synergy of systems, simulation, measurement, and theory.

The remainder of the paper is organized as follows. The next section describes the Farsite system and provides some motivation for why file replica placement is an important problem. Section 3 describes the algorithms. In Section 4 we further motivate this paper, followed by a summary of results in Section 5. Section 6 presents a simplified model, which is used in Section 7 to analyze the efficacy of the algorithms. Section 8 compares the two measures of efficacy. In Section 9 we conclude the paper by presenting related work.

2 Farsite

Farsite \[10\] is a distributed peer-to-peer file system that runs on a networked collection of desktop computers in a large organization, such as a university or corporation. It provides a logically centralized storage repository for the files of
all users in the organization. However, rather than storing these files on dedicated server machines, Farsite replicates them and distributes them among all of the client computers sitting on users’ desktops. As compared to centralized storage, this architecture yields great savings in hardware capital, physical plant, system administration, and operational maintenance, and it eliminates a single point of failure and single target of attack. The disadvantage of this approach is that user’s desktop machines lack the physical security and continuous support enjoyed by managed servers, so the system must be designed to resist the threats to reliability and security that are inherent in a large-scale, distributed, untrusted infrastructure.

For files stored in Farsite, the following properties are maintained: privacy, integrity, persistence, and availability. Data privacy and integrity are ensured by encryption and digital signatures. File persistence is provided by generating $R$ replicas of each file and storing the replicas on different machines. The data will persist as long as one of the replicas resides on a machine that does not suffer a destructive failure, such as a disk head crash. Since it is difficult to estimate the remaining lifetime of a particular disk with any accuracy [16], the degree of data persistence is considered to be determined entirely by the replication factor $R$ and not by any measurable aspect of the particular machines selected for storing the replicas.

In this paper we focus on file availability, meaning the likelihood that the file can be accessed by a user at the time it is requested, which is determined by the likelihood that at least one replica of that file can be accessed at the requested time. The fractional downtime of a machine is the mean fraction of time that the machine is unavailable, because it has crashed, has been turned off, has been disconnected from the network, etc. A five-week series of hourly measurements of over 50,000 desktop machines at Microsoft [9] has shown that the times at which different machines are unavailable are not significantly correlated with each other, so the fractional downtime of a file is equal to the product of the fractional downtimes of the machines that store replicas of that file. For simplicity, we express machine and file availability values as the negative logarithm of fractional downtime, so the availability of a file equals the sum of the availabilities of the $R$ machines that store replicas of the file.

The goal of a file placement algorithm is to produce an assignment of file replicas to machines that maximizes an appropriate objective function. We consider two objective functions in this paper: (1) the minimum file availability over all files and (2) the effective system availability (ESA), defined as the negative logarithm of the expected fractional downtime of a file chosen uniformly at random. When we evaluate the efficacy of a file placement algorithm, we are gauging its ability to maximize one of these objective functions. For our theoretic analyses in both our earlier work [9] and the present paper, we focus on the metric of minimum file availability, because it is more readily tractable. Our simulation results, such as those described in Section 4, relate to ESA because it is more meaningful from a systems perspective. One of our current findings (Section 8) is that all of our theoretic worst-case results for minimum file availability are also theoretic worst-case results for effective system availability.
Measurements of over 10,000 file systems on desktop computers at Microsoft indicate that a replication factor of $R = 3$ is achievable in a real-world setting. Thus, we have a special interest in the case $R = 3$.

3 Algorithms

Files in Farsite are partitioned into disjoint sets, each of which is managed by a small, autonomous group of machines. This imposes the requirement that a file placement algorithm must be capable of operating in a distributed fashion with no central coordination. Farsite is also a highly dynamic system in which files are created and deleted frequently and in which machine availabilities continuously change. This imposes the requirement that a file placement algorithm must be able to incrementally improve an existing placement, rather than require a complete re-allocation of storage resources. These and other considerations have led us to a family of iterative, swap-based algorithms: One group of machines contacts another group (possibly itself), each of which selects a file from the set it manages; the groups then decide whether to exchange the machine locations of one replica from each file. The groups select files according to one of the following algorithms:

- **RandRand** swaps a replica between two randomly chosen files,
- **MinRand** swaps a replica between a minimum-availability file and any other file, and
- **MinMax** swaps a replica between a minimum-availability file and a maximum-availability file.

(We use the particle “Rand” rather than “Any” because this reflects the way files are selected in the system, even though all that matters for our theoretic analysis is the absence of a selection restriction.) The groups swap replicas only if doing so reduces the absolute difference between the availabilities of the two files, which we call a successful swap. If a pair of files has more than one successful swap, the algorithm chooses one with minimum absolute difference between the files’ availabilities after the swap (although this does not affect theoretical efficacy). Because the algorithms operate in a distributed fashion, their selection restrictions are weakened, i.e., the **MinMax** and **MinRand** algorithms might select files whose availability values are not globally minimum or maximum. For our theoretic analysis, we concentrate on the more restrictive case in which only extremal files are selected.

4 Motivation

If, beginning with a random assignment of replicas to machines, we run each algorithm until it freezes (meaning no more swaps can be found), we find that the three algorithms differ substantially in both the efficacy of their final placements and the efficiency with which they achieve those placements. Simulations show that the **MinMax** algorithm improves the availability of the minimum file more quickly than the other two algorithms. On the other hand, **MinMax** tends to freeze
at a point with lower minimum file availability, since swaps are only considered between the minimum-availability file and the maximum-availability file.

In earlier work [9], we performed a worst-case analysis to determine each algorithm’s competitive ratio $\rho = m/m^*$, where $m$ is the availability of a minimum-availability file when the algorithm freezes, and $m^*$ is the availability of a minimum-availability file given an optimal placement, for a worst-case availability distribution. The results were that MinMax (the most efficient algorithm) was not competitive ($\rho = 0$), whereas MinRand and RandRand were $2/3$-competitive for $R = 3$.

If we exercise each algorithm in a dynamic scenario that more closely matches the environment in which the Farsite system operates, the results are even more disconcerting. Figure 1 shows the result of a steady-state simulation in which two processes operate concurrently on the placement of replicas. One process (maliciously) moves random replicas to random machines, simulating the dynamic behavior of users and machines. The other process performs one of our three hill-climbing algorithms, trying to repair the damage caused by the random moves. With the exception of unrealistically high correction ratios, MinMax performs significantly better than the other two algorithms.

We are in the unpleasant situation that a theoretical worst-case result ($\rho = 0$ for MinMax) opposes the use of an algorithm that works best for real-world data. In this paper, we begin to address this discrepancy by noting the distribution of availability values found in a large-scale study of desktop machines in a commercial environment [3], reproduced here as Figure 2. This figure shows that, when expressed logarithmically, machine availabilities follow a distribution that
is nearly uniform. This finding, coupled with the observation that most of our worst cases need rather unusual distributions of machine availabilities, suggests that we can improve the bounds of the worst-case analysis by making stronger assumptions about the input, namely that we have a uniform distribution of machine availabilities.

![Cumulative Frequency vs. Machine Availability](image)

**Fig. 2.** Distribution of machine availabilities

## 5 Results

In this paper we will take for granted that the distribution of machine availabilities be uniform. With this assumption we show that the MinMax algorithm is competitive. More surprisingly, when the replication factor $R$ grows the MinRand and MinMax algorithms have the same asymptotic worst-case efficacy. This is counterintuitive when looking at our earlier results. We study the case $R = 3$ with special care, since the real Farsite system is expected to be deployed with $R = 3$. We also give detailed results for $R = 2$ since they are considerably different from $R > 2$. Here is a detailed summary of our results:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>general $R$</th>
<th>$R = 2$</th>
<th>$R = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MinMax</td>
<td>$\rho = 1 - \Theta(1/R)$</td>
<td>$\rho = 0$</td>
<td>$\rho = 1/2$</td>
</tr>
<tr>
<td>MinRand</td>
<td>$\rho = 1 - \Theta(1/R)$</td>
<td>$\rho = 1$ &amp; $\rho = 22/27$</td>
<td>$\rho = 8/9$</td>
</tr>
<tr>
<td>RandRand</td>
<td>$\rho = 1 - \Theta(1/R^2)$</td>
<td>$\rho = 1$ &amp; $\rho = 22/27$</td>
<td>$\rho = 8/9$</td>
</tr>
</tbody>
</table>
6 Model

We are given a set of \( N \) unit-size files, each of which has \( R \) replicas. We are also given a set of \( M = N \cdot R \) machines, each of which has the capacity to store a single file replica. Throughout this paper we assume that machines have (uniformly distributed) availabilities \( 0\gamma, 1\gamma, 2\gamma, \ldots, (M - 1)\gamma \), for an arbitrary constant \( \gamma \).

Let the \( R \) replicas of file \( f \) be stored on machines with availabilities \( a_1, \ldots, a_R \). To avoid notational clutter, we overload a variable to name a file and to give the availability value of the file. Thus, the availability of file \( f \) is \( f = a_1 + \cdots + a_R \).

As in our earlier study [9], we examine the point at which the algorithms freeze. Let \( m \) be a file with minimum availability when the algorithm has exhausted all possible improvements. Let \( m^* \) be a file with minimum availability given an optimal placement for the same values of \( N \) and \( R \). We compute the ratio \( \rho = \min m/m^* \) as \( N \to \infty \). We say that the algorithm is \( \rho \)-competitive. Note that the scale \( \gamma \) of the machine availabilities does not affect \( \rho \); throughout this paper we therefore assume \( \gamma = 1 \).

If two or more files have minimum availability, or if two or more files have maximum availability, we allow an adversary to choose which of the files will be considered for a potential swap.

7 Analysis

We start this section with a number of undemanding observations which will help us simplify the analysis.

\( \text{MinMax} \) searches for swap candidates in a subset of \( \text{MinRand} \), and similarly \( \text{MinRand} \subseteq \text{RandRand} \), thus

Lemma 1. \( \rho_{\text{MinMax}} \leq \rho_{\text{MinRand}} \leq \rho_{\text{RandRand}} \).

In this paper we study a restricted case (we assume uniform availability) of the general problem that was investigated in [9]. We have immediately:

Lemma 2. For the same algorithm, we have \( \rho_{\text{general}} \leq \rho_{\text{uniform}} \).

The next Lemma shows a simple observation: There always is an optimal assignment. This simplifies calculating the competitive ratio \( \rho \).

Lemma 3. For any \( R > 1 \) and uniform distribution there is an optimal assignment, where all the files have the same availability \( R(M - 1)/2 \).

Lemma 4. \( \rho_{\text{MinRand}} \leq 1 - c/R \), where \( c \) is a positive constant. If \( R = 3 \) then \( c = 5/9 \).

Theorem 1. \( \rho_{\text{MinRand}} = \rho_{\text{RandRand}} = 1 - \Theta(1/R) \).

Theorem 2. \( \rho_{\text{MinRand}} = 22/27 \).
Proof. (We include this proof in the extended abstract as a representative for the proof techniques in this paper.) With Lemma 3, we have that $\rho_{\text{MinRand}} \leq 22/27$. For proving the Theorem it is therefore sufficient to show that $\rho_{\text{MinRand}} \geq 22/27$.

The intuition of the proof: We partition the set of machines into five regions. With a detailed case study we show which combinations of regions do not allow successful swaps with the minimum file. Then we classify the valid combinations of regions, and give a combinatorial proof about their quantity which ultimately leads to a lower bound for the availability of the minimum file. For simplicity we omit insignificant constants throughout this proof (i.e. we write $M$ instead of $M - 1$).

Here are the details: Let the minimum file be $m = a_1 + a_2 + a_3$ with $a_1 > a_2 > a_3$, Assume for the sake of contradiction that $m < 11/9 \cdot M$. We define the following sets of machines (see Figure 3): Machines in $A$ have availability less than $a_3$, machines in $B$ between $a_3$ and $a_2$, machines in $C$ between $a_2$ and $(a_1 + a_2)/2$, machines in $D$ between $(a_1 + a_2)/2$ and $a_1$, and machines in $E$ more than $a_1$. With this partitioning the availability of the minimum file $m$ translates into $m = 2|A| + |B| + M - |E|$, and with $m < 11/9 \cdot M$ we get

$$2|A| + |B| - |E| < 2/9 \cdot M = 2/3 \cdot N.$$

![Fig. 3. Partition of the machines](image)

Case 1: We consider all the files $f = b_1 + b_2 + b_3$ with $b_1 \in E$, and $b_2 > b_3$. If $b_2 + b_3 > a_2 + a_3$, then we swap the machines $b_1$ and $a_1$ and get $m' = b_1 + a_2 + a_3 > a_1 + a_2 + a_3 = m$ and $f' = a_1 + b_2 + b_3 > a_1 + a_2 + a_3 = m$. Thus $b_2 + b_3 \leq a_2 + a_3$, and therefore (with $b_2 > b_3$) $b_3 < (a_2 + a_3)/2$. Since each $b_1 \in E$ needs a $b_3$, we know that $|E| < (a_2 + a_3)/2$. Since $|A| + |B|/2 = (a_2 + a_3)/2$ and $2|A| + |B| - |E| < 2/9 \cdot M$ we get $(a_2 + a_3)/2 < 2/9 \cdot M$. On the other hand $|E| < (a_2 + a_3)/2$ shows that $(a_1 + a_2)/2 > 1/2 \cdot M$. Since $b_2 + b_3 \leq a_2 + a_3 < 4/9 \cdot M < 1/2 \cdot M < (a_1 + a_2)/2$, we know that $b_2 \in A \cup B \cup C$. If $b_2 > a_2$ then we have $b_3 < a_3$, in other words, if $b_2 \in C$ then $b_3 \in A$. If $b_2 \in A \cup B$ then $b_3 \in A \cup B$. Since we have used all machines in set $E$ in this case, there are no machines in $E$ in the following cases.

Case 2: We identify all remaining files $f = b_1 + b_2 + b_3$ with $b_1 \in C$, and $b_2 > b_3$. If $b_3 \in D$, then we swap machines $b_1$ and $a_2$, getting $m' = a_1 + b_1 + a_3 > a_1 + a_2 + a_3 = m$ and $f' = a_2 + b_2 + b_3 > a_2 + b_3 + b_3 \geq a_2 + 2(a_1 + a_2)/2 > m$. Therefore $b_3 \notin D$. Thus for each $b_1 \in C$ we have $b_2 \in A \cup B \cup C \cup D$ and $b_3 \in A \cup B \cup C$. We have used all machines in $C$; henceforth the sets $C$ and $E$ are taboo.

Case 3: We identify all the remaining files $f = b_1 + b_2 + b_3$ with $b_1 \in B$, and $b_2 > b_3$. If $b_3 \in D$, then we swap machines $b_1$ and $a_3$, getting $m' = a_1 + a_2 + b_1 >
\[ a_1 + a_2 + a_3 = m \text{ and } f' = a_3 + b_2 + b_3 > a_3 + b_3 + b_3 \geq a_3 + 2(a_1 + a_2)/2 = m. \]

Therefore \( b_3 \not\in D \). Thus for each \( b_1 \in B \) we have \( b_2 \in A \cup B \cup D \) and \( b_3 \in A \cup B \). Henceforth the sets \( B, C, E \) are taboo.

Case 4: Finally we identify all the remaining files \( f = b_1 + b_2 + b_3 \) with \( b_1 \in D \), and \( b_2 > b_3 \). If \( b_3 \in D \), then we swap machines \( b_1 \) and \( b_2 \), getting

\[ m' = a_1 + b_1 + a_3 > a_1 + a_2 + a_3 = m \text{ and } f' = a_2 + b_2 + b_3 > a_2 + b_3 + b_3 \geq a_2 + 2(a_1 + a_2)/2 > m. \]

Thus for each \( b_1 \in D \) we have \( b_2 \in A \cup D \) and \( b_3 \in A \).

From above analysis we have seen that a file \( f \) can only consist of the three combinations of regions: (Case 1) \( E + C + A \) or \( E + (A \cup B) + (A \cup B) \) or (Case 2) \( C + (A \cup B \cup C \cup D) + (A \cup B \cup C) \) or (Case 3) \( B + (A \cup B \cup D) + (A \cup B) \) or (Case 4) \( D + A + A \) or \( D + D + A \). We define the two functions \( g_1, g_2 \):

\[
\begin{align*}
g_1(f) &= |C| - |D| \\
g_2(f) &= 2|A| + |B| - |E|
\end{align*}
\]

Figure 4 shows all possible files \( f \) with respect to the functions \( g_1(f) \) and \( g_2(f) \).

Note that for all possible files \( f \) we have \( g_2(f) \geq 0 \). We put the files into three classes. Class \( X \) are the files with \( g_1(f) < 0 \) (the black circles); class \( Y \) are the files with \( g_1(f) = 0 \) (the white circles); class \( Z \) are the files with \( g_1(f) > 0 \) (the grey circles). Note that for files \( f \in X \) we have \( g_1(f) \geq -2 \) and \( g_2(f) \geq 2 \), and that for files \( f \in Y \) we have \( g_2(f) = 1 \).

We have \( M \) machines, thus (ignoring the single minimum file \( m \)) \[ |A| + |B| + |C| + |D| + |E| = M = 3N. \]

This translates into \[ |X| + |Y| + |Z| = N \]

for the three classes \( X, Y, Z \). The sets \( C \) and \( D \) were defined such that they exactly split the region of machines between the \( a_2 \) and \( a_1 \), hence \( |C| = |D| \). Using \( g_1(f) \geq -2 \) for \( f \in X \), and \( g_1(f) \geq 1 \) for \( f \in Z \), the constraint \( |C| = |D| \) translates into \[ 2|X| \geq |Z|. \]

Both constraints together, we get \( 3|X| + |Y| \geq |X| + |Y| + |Z| = N. \)

We multiply with \( 2/3 \): \[ 2|X| + |Y| \geq 2|X| + 2/3 \cdot |Y| \geq 2/3 \cdot N. \]

We use this inequality to get:

\[
2|A| + |B| - |E| = \sum_{f \in X} g_2(f) + \sum_{f \in Y} g_2(f) + \sum_{f \in Z} g_2(f) \geq 2|X| + |Y| \geq 2/3 \cdot N.
\]

(The first equality is the definition of \( g_2 \); the middle inequality is because files \( f \in X \) have \( g_2(f) \geq 2 \), files \( f \in Y \) have \( g_2(f) \geq 1 \), and files \( f \in Z \) have \( g_2(f) \geq 0 \).

This contradicts our assumption that \( 2|A| + |B| - |E| < 2/3 \cdot N \) and therefore the assumption that \( m < 11/9 \cdot M \). Thus \( m \geq 11/9 \cdot M \). With Lemma 5 we know that \( m^* = 3(M - 1)/2 \). Thus \( \rho = m/m^* \geq 22/27 \), as \( M \) goes to infinity.

**Theorem 3.** \( \rho_{\text{RandRand}} = 1 - c/R^2 \), where \( c \) is a positive constant. If \( R \) is odd then \( c = 1 \).

**Theorem 4.** \( \rho_{\text{MinMax}} = 1/2 \).

**Theorem 5.** \( \rho_{\text{MinMax}} = 1 - 2/R \), for \( R \) even.
Fig. 4. Possible locations for a file $f$.

8 Measures of Efficacy

We can show that any worst-case result for minimum file availability is also a worst-case result for effective system availability. We show that the effective system availability can be as low as the minimum file availability, and it cannot be lower.

Theorem 6. Let $b$ be the base for converting downtime $d$ into availability $a$, that is $a = -\log_b d$. As $b \to \infty$, the effective system availability (ESA) equals the availability of the minimum file.

Proof. Let $b = e^c$. Then $a = -\log_b d = -1/c \cdot \ln d$, where $\ln = \log_e$. If $b \to \infty$ then $c \to \infty$. Let $m$ be the availability of the minimum file. Assume that there are $X > 0$ files with availability $m$ and $N - X$ files with availability $f_i$ with $f_i > m$, for $i = 1, \ldots, N - X$. Then, applying the definition of ESA,

$$
\lim_{c \to \infty} \text{ESA} = \lim_{c \to \infty} -\frac{1}{c} \ln \left( \frac{1}{N} \left( Xb^{-m} + \sum_{i=1}^{N-X} b^{-f_i} \right) \right)
$$

$$
= \lim_{c \to \infty} -\frac{1}{c} \ln \left( \frac{e^{-cm}}{N} \left( X + \sum_{i=1}^{N-X} e^{c(m-f_i)} \right) \right)
$$

$$
= \lim_{c \to \infty} -\frac{1}{c} \ln \left( \frac{X}{N} e^{-cm} \right) = \lim_{c \to \infty} \left( m - \frac{1}{c} \ln \frac{X}{N} \right) = m.
$$

Similarly,

Theorem 7. Let $b$ be the positive base for converting uptime into availability. Then, $\text{ESA} \geq m$. 

9 Related Work

Other than Farsite, serverless distributed file systems include xFS [1] and Frangipani [4], both of which provide high availability and reliability through distributed RAID semantics, rather than through replication. Archival Intermemory [5] and OceanStore [4] both use erasure codes and widespread data distribution to avoid data loss. The Eternity Service [11] uses full replication to prevent loss even under organized attack, but does not address automated placement of data replicas. A number of peer-to-peer file sharing applications have been released recently: Napster [15] and Gnutella [11] provide services for finding files, but they do not explicitly replicate files nor determine the locations where files will be stored. Freenet [6] performs file migration to generate or relocate replicas near their points of usage.

To the best of our knowledge [9] is the first study of the availability of replicated files, and also the first competitive analysis of the efficacy of a hill-climbing algorithm.

There is a common denominator of our work and the research area of approximation algorithms; especially in the domain of online approximation algorithms [13,4] such as scheduling [12]. In online computing, an algorithm must decide how to act on incoming items without knowledge of the future. This seems to be related our work, in the sense that a distributed hill-climbing algorithm also makes decisions locally, without the knowledge of the whole system. Also, online algorithms research naturally focuses on giving bounds for the efficacy of an algorithm rather than for the efficiency.

Competitive analysis has been criticized as being too crude and unrealistic [4]. In this paper, we have narrowed the gap between theoretical worst-case analysis and real-world simulations, which has emerged because of unusual worst case, by making stronger and more realistic assumptions about the input. This is an approach that is well-known in the area of online algorithms; for an overview, see Chapter 5 in [4] for paging algorithms, and Section 2.3 in [7] for bin packing algorithms.
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Abstract. A cycle cover of a graph is a spanning subgraph where each node is part of exactly one simple cycle. A \(k\)-cycle cover is a cycle cover where each cycle has length at least \(k\). We call the decision problems whether a directed or undirected graph has a \(k\)-cycle cover \(k\)-DCC and \(k\)-UCC. Given a graph with edge weights one and two, \(\text{Min-}k\)-DCC and \(\text{Min-}k\)-UCC are the minimization problems of finding a \(k\)-cycle cover with minimum weight.

We present factor 4/3 approximation algorithms for \(\text{Min-}k\)-DCC with running time \(O(n^{5/2})\) (independent of \(k\)). Specifically, we obtain a factor 4/3 approximation algorithm for the asymmetric travelling salesperson problem with distances one and two and a factor 2/3 approximation algorithm for the directed path packing problem with the same running time. On the other hand, we show that \(k\)-DCC is \(\mathcal{NP}\)-complete for \(k \geq 3\) and that \(\text{Min-}k\)-DCC has no PTAS for \(k \geq 4\), unless \(\mathcal{P} = \mathcal{NP}\).

Furthermore, we design a polynomial time factor 7/6 approximation algorithm for \(\text{Min-}k\)-UCC. As a lower bound, we prove that \(\text{Min-}k\)-UCC has no PTAS for \(k \geq 12\), unless \(\mathcal{P} = \mathcal{NP}\).

1 Introduction

A cycle cover of an either directed or undirected graph \(G\) is a spanning subgraph \(C\) where each node of \(G\) is part of exactly one simple cycle of \(C\). Computing cycle covers is an important task in graph theory, see for instance Lovász and Plummer [14], Graham et al. [7], and the vast literature cited there.

A \(k\)-restricted cycle cover (or \(k\)-cycle cover for short) is a cycle cover in which each cycle has length at least \(k\). To be specific, we call the decision problems whether a graph has a \(k\)-cycle cover \(k\)-DCC, if the graph is directed, and \(k\)-UCC, if the graph is undirected. Since \(k\)-DCC and \(k\)-UCC are \(\mathcal{NP}\)-complete for \(k \geq 3\) and \(k \geq 6\), respectively, we also consider the following relaxation: given a complete loopless graph with edge weights one and two, find a \(k\)-cycle cover of minimum weight. Note that a graph \(G = (V, E)\) has a \(k\)-cycle cover if the corresponding weighted graph has a \(k\)-cycle cover of weight \(|V|\), where edges get weight one and “nonedges” get weight two in the corresponding complete graph. We call these problems \(\text{Min-}k\)-DCC and \(\text{Min-}k\)-UCC. They stand in one-to-one correspondence with simple 2-factors as defined by Hartvigsen [9]. A simple 2-factor is a spanning subgraph that contains only node-disjoint paths and cycles of length at least \(k\). (The paths arise from deleting the weight two edges from the cycles.)

* supported by DFG research grant Re 672/3
As our main contribution, we devise approximation algorithms for finding minimum weight \( k \)-cycle covers in graphs with weights one and two. Moreover, we provide lower bounds in terms of \( \mathcal{NP} \)-completeness and nonapproximability, thus determining the computational complexity of these problems for almost all \( k \).

1.1 Previous Results

The problems 2-DCC and Min-2-DCC of finding a (minimum) 2-cycle cover in directed graphs can be solved in polynomial time by reduction to the bipartite matching problem. To our knowledge, nothing is known for values \( k \geq 3 \).

The problem 3-UCC of finding a 3-cycle cover in undirected graphs can be solved in polynomial time using Tutte’s reduction \([13]\) to the classical perfect matching problem in undirected graphs which can be solved in polynomial time (see Edmonds \([4]\)). Also Min-3-UCC can be solved in polynomial time. Hartvigsen \([8]\) has designed a powerful polynomial time algorithm for 4-UCC. This algorithm works for Min-4-UCC, too. He has also presented a polynomial time algorithm that computes a minimum weight 5-cycle cover in graphs where the weight one edges form a bipartite graph \([9]\). On the other hand, Cornuéjols and Pulleyblank \([3]\) have reported that Papadimitriou showed the \( \mathcal{NP} \)-completeness of \( k \)-UCC for \( k \geq 6 \).

Let \( n \) be the number of nodes of a graph \( G = (V, E) \). For \( k > n/2 \) the problem Min-\( k \)-DCC is the asymmetric and Min-\( k \)-UCC is the symmetric travelling salesperson problem with distances one and two. These problems are \( \mathcal{APX} \)-complete \([17]\). For explicit lower bounds, see Engebretsen and Karpinski \([5]\). The best upper bound for the symmetric case is due to Papadimitriou and Yannakakis \([17]\). They give a factor \( 7/6 \) approximation algorithm running in polynomial time. For the asymmetric case, Vishwanathan \([19]\) presents a polynomial time factor 17/12 approximation algorithm. Exploiting an algorithm by Kosaraju, Park, and Stein \([12]\) for the asymmetric maximum travelling salesperson problem, one obtains an approximation algorithm with performance ratio \( 88/63 \approx 1.397 \) by replacing weights two with weights zero.

Closely related to the travelling salesperson problems with distances one and two is the node-disjoint path packing problem. This problem has various applications, such as mapping parallel programs to parallel architectures and optimization of code, see e.g. Vishwanathan \([19]\) and the pointers provided there. We are given a directed or undirected graph. Our goal is to find a spanning subgraph \( S \) consisting of node-disjoint paths such that the number of edges in \( S \) is maximized. Utilizing the algorithms of Papadimiriou and Yannakakis \([17]\) and of Kosaraju, Park, and Stein \([12]\), one obtains a polynomial time factor 5/6 approximation algorithm for the undirected problem and a polynomial time approximation algorithm with performance ratio \( 38/63 \approx 0.603 \) for the directed problem.

1.2 Our Results

We present factor 4/3 approximation algorithms for Min-\( k \)-DCC with running time \( O(n^{5/2}) \) (independent of \( k \)). Specifically, we obtain a factor 4/3 approximation algorithm for the asymmetric travelling salesperson problem with distances one and two and a factor 2/3 approximation algorithm for the directed node-disjoint path packing...
### Input:
- a complete loopless directed graph $G$ with edge weights one and two,
- an integer $k \geq 3$.

### Output:
a $k$-cycle cover of $G$.

1. Compute a minimum weight 2-cycle cover $C$ of $G$.
2. Form the bipartite graph $B$ and compute the function $F$.
3. Compute a decomposition of $F$ as in Lemma 2.
4. Patch the cycles of $C$ together according to the refined patching procedure.

Fig. 1. The algorithm for directed cycle covers.

Problem with the same running time, thus improving the results of Vishwanathan and Kosaraju, Park, and Stein. On the other hand, we show that $k$-DCC is $\mathcal{NP}$-complete for $k \geq 3$ and that Min-$k$-DCC does not have a PTAS for $k \geq 4$, unless $\mathcal{P} = \mathcal{NP}$. For the undirected case, we design factor $7/6$ approximation algorithms for Min-$k$-UCC with polynomial running time (independent of $k$). It includes the algorithm of Papadimitriou and Yannakakis as a special case. As a lower bound, we prove that there is no PTAS for Min-$k$-UCC for $k \geq 12$, unless $\mathcal{P} = \mathcal{NP}$.

## 2 Approximation Algorithms for Directed Cycle Covers

In this section, we present approximation algorithms for Min-$k$-DCC with performance ratio $4/3$ for any $k \geq 3$ running in time $O(n^{5/2})$ (independent of $k$). Particularly, we obtain a factor $4/3$ approximation algorithm for the asymmetric travelling salesman problem with distances one and two by choosing $k > n/2$.

Our input consists of a complete loopless directed graph $G$ with node set $V$ of cardinality $n$, a weight function $w$ that assigns each edge of $G$ weight one or two, and an integer $k \geq 3$. Our aim is to find a $k$-cycle cover of minimum weight. For the analysis, we assume that a minimum weight $k$-cycle cover of $G$ has weight $n + \ell$ for some $0 \leq \ell \leq n$. In other words, a minimum weight $k$-cycle cover consists of $n - \ell$ edges of weight one and $\ell$ edges of weight two.

Figure 1 gives an overview of our algorithm. A detailed explanation of each of the steps is given in the subsequent paragraphs.

**Computing a 2-cycle cover.** We first compute an optimal 2-cycle cover $C$ of $G$. This can be done in polynomial time. Assume that this cover $C$ consists of cycles $c_1, \ldots, c_r$. We denote the set $\{c_1, \ldots, c_r\}$ by $\mathcal{C}$. The lengths of some of these cycles may already be $k$ or larger, but some cycles, say $c_1, \ldots, c_s$ for $s \leq r$, have length strictly less than $k$. The basic idea of our algorithm is to use cycle patching (also called subtour patching when considering travelling salesperson problems, see Lawler et al. [13]). A straightforward way is to discard one edge (if possible of weight two) of each cycle of length strictly less than $k$ and patch the resulting paths arbitrarily together to obtain one long cycle. An easy analysis shows that this yields a factor $3/2$ approximation. We obtain the $4/3$ approximation by refining the patching procedure.
**Auxiliary edges.** For the refined patching procedure, we form a bipartite graph $B$ as follows: we have the node set $C^g = \{c_1, \ldots, c_s\}$ on the one side and $V$ on the other. There is an edge $(c, v)$ in $B$ iff $v$ does not belong to the cycle $c$ and there is a node $u$ in $c$ such that $(u, v)$ has weight one in $G$.

**Lemma 1.** $B$ has a matching of cardinality at least $s - \ell$.

**Proof.** Consider an optimal $k$-cycle cover $C_{\text{opt}}$ of $G$. Since the length of the cycles in $C^g$ are strictly less than $k$, for each cycle $c$ in $C^g$ there is an edge $(u, v)$ of $C_{\text{opt}}$ such that $u$ belongs to $c$ but $v$ does not. Fix such an edge for each cycle in $C^g$. At least $s - \ell$ of these edges have weight one, thus appear in $B$ and form a matching. 

**Decomposition of functions.** We compute a maximum matching $M$ in $B$. From $M$ we obtain a directed graph $F = (C, A)$ with $(c, c') \in A$ whenever $(c, u)$ is an edge of $M$ and $u$ is a node of $c'$. Each node of $F$ has outdegree at most one, thus $F$ defines a partial function $C \to C$ whose domain is a subset of $C^g$. By abuse of notation, we call this function again $F$. By the construction of $B$, we have $F(c) \neq c$ for all $c \in C$, i.e. $F$ does not contain any loops.

**Lemma 2.** Any loopless partial function $F$ has a spanning subgraph $S$ consisting solely of node-disjoint trees of depth one, paths of length two, and isolated nodes such that any node in the domain of $F$ is not an isolated node of $S$. Such a spanning subgraph $S$ can be found in polynomial time.

**Proof.** Every weakly connected component of $F$ is either a cycle possibly with some trees converging into it, a tree (whose root $r$ is not contained in the domain of $F$), or an isolated node (which is also not contained in the domain of $F$). It suffices to prove the lemma for each weakly connected component of $F$.

The case where a component is a cycle with some trees converging into it follows from Papadimitriou and Yannakakis [17, Lem. 2]. In this case, no isolated nodes arise.

In the case of a tree, we take a leaf that has maximum distance from the root $r$. Let $s$ be the successor of that leaf. If $s$ equals $r$, then the component considered is a tree of depth one and we are done. Otherwise, we build a tree of height one with root $s$ and all predecessors of $s$ as leaves, remove this tree, and proceed inductively. We end up with a collection of node disjoint trees of height one and possibly one isolated node, the root $r$ of the component. Since $r$ is not contained in the domain of $F$, this case is completed.

If a node is isolated, then this node is not contained in the domain of $F$, because $F$ is loopless. Again, we are done.

This decomposition can be computed in polynomial time. 

**A refined patching procedure.** We compute a decomposition of the directed graph $F$ according to Lemma 2. Isolated nodes of this decomposition correspond to elements of $C$ not in the domain of $F$, i.e. either cycles of length at least $k$ or unmatched cycles from $C^g$. The former ones, call them $C_{\text{iso}}^\geq$, fulfill the requirements of a $k$-cycle cover, thus we can ignore them in the subsequent considerations. We denote the latter ones by $C_{\text{iso}}^{<}$. The cycles in $C_{\text{iso}}^{<}$ have length strictly less than $k$. We merge those cycles to one long cycle $d$, breaking an edge of weight two whenever possible.
Next, we consider the trees of height one. Let $c$ be the root of such a tree and $c_{i_1}, \ldots, c_{i_m} \in C^{<} \setminus C^{<}_{iso}$ be its leaves. For each cycle $c_{i_\mu}$, there is an edge from $c_{i_\mu}$ to a node $v_\mu$ of $c$. By construction, these nodes $v_1, \ldots, v_m$ are pairwise distinct. We merge $c_{i_1}$ and $c$ as depicted in Fig. 2. We call this new cycle again $c$ and incorporate the remaining cycles $c_{i_2}, \ldots, c_{i_m}$ in the same fashion. (The node $v$ in Fig. 2 may be some $v_\mu$ but this does not matter.) After that we merge $c$ with $d$. In $c$, we break one of the edges drawn dashed in Fig. 2. In $d$, we discard an edge that does not belong to a cycle in $C^{<}_{iso}$, i.e. has been added during the merging process. We call this new cycle again $d$.

Finally, we consider the paths of length two. The three cycles corresponding to such a path are merged as shown in Fig. 3. (The end node of the edge $e$ and the start node of edge $f$ may coincide. Moreover, the two removed edges of the cycle in the middle may coincide. In the latter case, we only incur weight one instead of weight two.) The resulting cycle will be merged with $d$ as described above in the case of a tree.

At the end of this procedure, we are left with the cycle $d$ and the cycles in $C^{<}_{iso}$. If the cycle $d$ still has length strictly less than $k$, we break one cycle $b \in C^{\geq}_{iso}$ and merge it with $d$. The resulting cycle has length at least $k$. If possible, we choose $b$ such that $b$ contains an edge of weight two and break this edge.

**Analysis.** The algorithm runs in polynomial time. On a unit-cost RAM (with all used numbers bounded by a polynomial in $n$), the 2–cycle cover and the bipartite matching can be computed in time $O(n^{5/2})$, see e.g. Papadimitriou and Steiglitz [15]. The decomposition of $F$ and the cycle patching can be done in time $O(n^2)$ in a straightforward manner. Thus, the overall running time is $O(n^{5/2})$.

We proceed with estimating the approximation performance.

**Lemma 3.** For $n \geq 12$, the $k$-cycle cover produced by the algorithm has weight no worse than $4/3$ times the weight of an optimal $k$-cycle cover.

**Proof.** Let $C_{opt}$ be an optimal $k$-cycle cover of $G$. Since $C_{opt}$ is also a 2-cycle cover of $G$, we have $w(C) \leq w(C_{opt}) = n + \ell$. The cost of the $k$-cycle cover produced by the algorithm is $w(C)$ plus the extra costs due to the mergings.
First, when merging the cycles in $C_{iso}^<$ to form the cycle $d$, we incur an extra cost of one for each $c \in C_{iso}^<$.

Next, we consider the merging as shown in Fig. 2. We charge the costs to $v_\mu$ and the nodes of $c_\mu$. These are at least three nodes. Since the edge of $F$ has weight one, the cost of this merging is at most $1/3$ per node involved. The merging of $c$ with $d$ is free of costs, since we only break edges we have already paid for when forming $c$ and $d$.

In the case depicted in Fig. 3, we charge the costs of the merging to the nodes of the three cycles. These are at least six nodes. Altogether, the cost of this merging is again at most $1/3$ per node involved. As above, the merging with $d$ is free of costs.

It is clear that each node is only charged once this way. For the moment, assume that the cycle $d$ has length at least $k$, thus an additional merging is not needed. Let $n_2$ be the total number of nodes contained in the cycles from $C_{iso}^<$.

The weight $w(C_{apx})$ of the $k$-cycle cover $C_{apx}$ produced by the algorithm is at most

$$w(C_{apx}) \leq n + \ell + \frac{1}{3}(n - n_2) + |C_{iso}^<|.$$  \hspace{1cm} (1)

We have $n_2 \geq 2 \cdot |C_{iso}^<|$ and, by Lemma 1, $|C_{iso}^<| \leq \ell$. Hence $w(C_{apx}) \leq \frac{4}{3}(n + \ell)$.

If $d$ has length strictly less than $k$, then one additional merging is needed. This yields an approximation ratio of $4/3 + \epsilon$ for any $\epsilon > 0$. We can get rid of the $\epsilon$ by refining the analysis as follows. Either the merging process of $b \in C_{iso}^>$ and $d$ is free of costs, since $b$ contains an edge of weight two, or all cycles in $C_{iso}^>$ consist solely of weight one edges. Since $C_{iso}^>$ is nonempty, these are at least $n/2$ edges. The cycle $d$ contains at least half of the original edges of the merged cycles. Hence $d$ and the cycles in $C_{iso}^>$ contain at least a fraction of $3/4$ of the edges of the 2-cycle cover $C$. Thus, after the last merging step, we have a cycle cover of weight at most $\frac{5}{4}(n + \ell) + 1 \leq \frac{4}{3}(n + \ell)$ for $n \geq 12$. \hfill $\Box$

**Theorem 1.** There is a factor $4/3$ approximation algorithm for Min-$k$-DCC running in time $O(n^{5/2})$ for any $k \geq 3$.

**Corollary 1.** There is a factor $4/3$ approximation algorithm for the asymmetric travelling salesperson problem with distances one and two running in time $O(n^{5/2})$.

**Corollary 2.** There is a factor $2/3$ approximation algorithm for the node-disjoint path packing problem in directed graphs running in time $O(n^{5/2})$.

**Proof.** We transform a given directed graph $G$ into a complete loopless directed graph $H$ with edge weights one and two by assigning edges of $G$ weight one and “nonedges” weight two. The details are spelled out by Vishwanathan [19, Sect. 2]. \hfill $\Box$

### 3 Approximation Algorithms for Undirected Cycle Covers

We outline factor $7/6$ approximation algorithms for Min-$k$-UCC for any $k \geq 5$. In particular, we recover the factor $7/6$ approximation algorithm for the symmetric travelling salesperson problem with distances one and two of Papadimitriou and Yannakakis [17, Thm. 2] by choosing $k > n/2$. The algorithm is quite similar to the directed case, so we confine ourselves to pointing out the differences.
Computing an optimal 4-cycle cover. Instead of starting with a minimum weight 2-cycle cover, we exploit Hartvigsen’s polynomial time algorithm \[8\] for computing a minimum weight 4-cycle cover \(C\). This gives us the inequality \(n_2 \geq 4 \cdot |C_{iso}|\) (instead of \(n_2 \geq 2 \cdot |C_{iso}|\) in the directed case).

Auxiliary edges. A little more care is necessary when collecting auxiliary edges via the matching in \(B\), since for each weight two edge, we may now only spend an extra amount of \(1/6\) instead of \(1/3\). We normalize the computed 4-cycle cover \(C\) as follows: first we may assume that there is only one cycle \(t\) with weight two edges, since we may merge two such cycles without any costs. Second, we may assume that for each weight two edge \(\{u, v\}\) of \(t\) there is no weight one edge \(\{v, x\}\) in \(G\) for some node \(x\) of a different cycle, because otherwise we may merge this cycle with \(t\) at no costs. We now may bound the number of nodes for which we have to charge extra costs of \(1/6\) in (1) by \(n - n_2 - 1\) instead of \(n - n_2\). This is due to the fact that if \(t\) is the root of a tree of height one according to the decomposition of Lemma 2, then at least \(1\) nodes of \(t\) are unmatched because of the second above mentioned property of \(t\). Altogether, the total weight is \(w(C_{apx}) \leq 7/6 n + 7/6 |C_{iso}| \leq 7/6 (n + 1)\).

Decomposition of functions. The decomposition according to Lemma 2 works without any changes in the undirected case.

A refined patching procedure. Here we use the patching procedure as devised by Papadimitriou and Yannakakis [17, Fig. 2], which is only suited for the undirected case. Together with the fact that each involved circle has at least four nodes (instead of two in the directed case) we obtain lower the merging costs of \(1/6\) per node.

Applying the above mentioned modifications to our algorithm for the directed case, we get the following theorem.

**Theorem 2.** For any \(k \geq 5\), there is a polynomial time factor \(7/6\) approximation algorithm for Min-\(k\)-UCC. \(\square\)

4 Lower Bounds

4.1 \(\mathcal{NP}\)-Completeness of 3-DCC

To show the \(\mathcal{NP}\)-completeness of 3-DCC we will reduce 3-Dimensional Matching (3DM) to this problem. Consider a hypergraph \(H = (W, X)\) with \(W = W_0 \cup W_1 \cup W_2\) and \(X \subseteq W_0 \times W_1 \times W_2\). The sets \(W_0, W_1, W_2\) are disjoint and of the same size, \(W_k = \{w^k_1, \ldots, w^k_n\}\). 3DM is the question whether there exists a subset \(X' \subseteq X\) such that each element of \(W\) appears in exactly one element of \(X'\) (perfect 3-dimensional matching). 3DM is known to be \(\mathcal{NP}\)-complete (Garey, Johnson [6]).

We construct a graph \(G = (V, E)\) such that \(G\) has a 3-cycle cover iff \(H\) has a perfect 3-dimensional matching. Let \(V^x = (W_0 \times W_1) \cup (W_1 \times W_2) \cup (W_2 \times W_0)\). For \(k = 0, 1, 2\) and \(j = 1, \ldots, n\) let \(U^k_j = \{w^k_i[q] \mid i = 1, \ldots, n - 1 \land q = 1, 2, 3\}\) be a set of helper nodes for \(w^k_j\). The set of nodes \(V\) is given by \(V = V^x \cup (\bigcup_{k=0}^2 U^k_{n-1})\).
Fig. 4. The subgraph connecting \( (w_j^k, w_{\ell + 1}^k) \) and \( (w_j^k, w_{\ell + 1}^{k+1}) \) via three helper nodes.

For each edge \( (u_a^0, w_b^1, w_c^2) \in X \) we construct three edges \( ((w_a^0, w_b^1), (w_b^1, w_c^2)), ((w_b^1, w_c^2), (w_c^2, w_a^0)), ((w_c^2, w_a^0), (w_a^0, w_b^1)) \in E \) connecting the corresponding elements of \( V^\times \). Furthermore, two nodes \( (w_j^k, w_{\ell}^{(k+1) \mod 3}) \) and \( (w_j^k, w_{\ell+1}^{(k+1) \mod 3}) \) are connected via helper nodes as shown in Fig. 4. In the following we write \( k + 1 \) instead of \( (k + 1) \mod 3 \) for short.

We divide the set \( V^\times \) into subsets \( \Gamma_j^k \) as described above.

Assume that \( G \) has a 3-cycle cover \( C \). We call a helper node \( u_j^k[\ell, 2] \) and a node of \( V^\times \) companions if they are part of the same cycle in \( C \). Due to the construction either \( (w_j^k, w_{\ell}^{k+1}) \) or \( (w_j^k, w_{\ell+1}^{k+1}) \) is the only companion of \( u_j^k[\ell, 2] \). Hence, the following lemma holds.

**Lemma 4.** Assume \( G \) has a 3-cycle cover \( G \). For any \( w_j^k \in V \), exactly \( n - 1 \) of the \( n \) nodes in \( \Gamma_j^k \) have a companion.

We say that the only node \( (w_j^k, w_{\ell+1}^{k+1}) \in \Gamma_j^k \) that has no companion participates for \( w_j^k \). Now we are prepared to prove the \( \mathcal{NP} \)-completeness of 3-DCC.

**Theorem 3.** 3-DCC is \( \mathcal{NP} \)-complete.

**Proof.** Given a hypergraph \( H \) we construct a graph \( G \) as described above.

Assume \( H \) has a 3-dimensional matching \( X' \subseteq X \). Then \( G \) has the following 3-cycle cover. For any \( (w_a^0, w_b^1, w_c^2) \in X' \) let \( (w_a^0, w_b^1), (w_b^1, w_c^2), (w_c^2, w_a^0) \) participate for \( w_a^0, w_b^1, \) and \( w_c^2 \). These three nodes form a cycle of length 3. Let \( (w_j^k, w_{\ell}^{k+1}) \) be the node that participates for \( w_j^k \). Then for \( \ell' < \ell \) the nodes \( u_j^k[\ell, 2] \) and \( u_j^k[\ell, 0] \) and for \( \ell' > \ell \) the nodes \( u_j^k[\ell', 1] \) and \( u_j^k[\ell', 3] \) are companions. Thus, for \( \ell' < \ell \) the nodes \( u_j^k[\ell', 1] \) and \( u_j^k[\ell', q] (q = 1, 2, 3) \) and for \( \ell' > \ell \) the nodes \( u_j^k[\ell', 1] \) and \( u_j^k[\ell', q] (q = 1, 2, 3) \) form cycles each of length 4. Thus all nodes of \( G \) are covered by a cycle of length at least 3.

On the other hand assume that \( G \) has a 3-cycle cover \( C \). Due to Lemma 4, we only have to take care for the participating nodes in \( V^\times \). The participating nodes form cycles whose lengths are multiples of 3. We cut all the edges from \( W_1 \times W_2 \) to \( W_2 \times W_0 \). The remaining paths of lengths two yield a 3-dimensional matching for \( H \).

Noting that 3-DCC is in \( \mathcal{NP} \) completes the proof.

By replacing the nodes of \( V^\times \) by paths and extending the helper node constructions we obtain the following generalization.

**Theorem 4.** The problem \( k \text{-DCC} \) is \( \mathcal{NP} \)-complete for any \( k \geq 3 \).
4.2 Nonapproximability of Min-4-DCC

In this section we show that Min-4-DCC does not have a polynomial time approximation scheme (PTAS, see e.g. Ausiello et al. [2]), unless \( \mathcal{NP} = \mathcal{P} \). For this purpose we reduce Max-3SAT(3) to this problem. An instance of Max-3SAT is a set \( F \) of disjunctive clauses where each clause consists of at most three literals. Max-3SAT is the problem of finding the maximum number of simultaneously satisfiable clauses. Max-3SAT(3) is the restricted version where each variable occurs at most three times in \( F \). We may assume that each variable occurs at least once positive and at least once negative. Otherwise, we can eliminate this variable by setting it to the appropriate value. In particular, each variable occurs twice or three times. Papadimitriou and Yannakakis [16] have shown that Max-3SAT(3) is \( \text{MAX } \mathcal{SNP} \)-complete. They have presented a reduction from Max-3SAT to Max-3SAT(3) using so called regular expanders (see e.g. Ajtai [1]). A set \( F \) of clauses will be called \( \eta \)-satisfiable iff \( \eta \cdot |F| \) is the maximum number of satisfiable clauses in \( F\). Håstad [10] has proven that it is \( \mathcal{NP} \)-hard to distinguish 1- and \((7/8 + \epsilon)\)-satisfiable instances of Max-3SAT for any \( \epsilon > 0 \). The reduction of Papadimitriou and Yannakakis and the result of Håstad yield the following lemma.

Lemma 5. There exists a constant \( \lambda < 1 \) such that it is \( \mathcal{NP} \)-hard to distinguish 1- and \( \lambda \)-satisfiable instances of Max-3SAT(3).

\[ \square \]

We reduce Max-3SAT(3) to Min-4-DCC. For this purpose, let \( F = \{c_1, \ldots, c_t\} \) be a set of disjunctive clauses over variables \( U = \{x_1, \ldots, x_r\} \). We construct a graph \( G = (V, E) \). For each variable \( x_j \) we have one node \( u_j \in V \). These nodes will be called variable nodes. For each clause \( c_i \) we have three nodes \( v_{i,1}, v_{i,2}, v_{i,3} \in V \). Let \( V_i = \{v_{i,1}, v_{i,2}, v_{i,3}\} \) be the set of these nodes.

In the following we describe how the nodes of \( G \) are connected via edges with weight one. All other edges have weight two. The nodes in \( V_i \) are connected via a cycle as shown in Fig. 5. The subgraph induced by \( V_i \) will be called the clause gadget \( G_i \). The clause gadgets and the variable nodes are connected as follows. Each variable node \( u_j \) has two incoming and two outgoing edges \( e_{j,+}^{\text{in}}, e_{j,+}^{\text{out}} \) representing the literal \( x_j \), and \( e_{j,-}^{\text{in}}, e_{j,-}^{\text{out}} \) representing \( \neg x_j \) as depicted in Fig. 6a. If \( c_i \) is the first clause where the literal \( x_j \) appears in, then the edge \( e_{j,+}^{\text{out}} \) is identical with either \( f_{i,1}^{\text{out}}, f_{i,2}^{\text{out}} \), or \( f_{i,3}^{\text{out}} \) depending on where \( x_j \) occurs in \( c_i \). If a literal occurs in more than one clause then one of the outgoing edges of the first gadget and one of the incoming edges of the second gadget are identical according to where the literal appears in these clauses. If \( c_i \) is the last clause where the literal \( x_j \) appears in, then the edge \( e_{j,+}^{\text{in}} \) is identical with either \( f_{i,1}^{\text{in}}, f_{i,2}^{\text{in}} \), or \( f_{i,3}^{\text{in}} \).
depending on where \( x_j \) occurs in \( c_i \). The clauses which contain \( \pi_j \) are connected in a similar fashion. An example is shown in Figure 6b.

Let \( C = (V, E_C) \) be a cycle cover of \( G \). We introduce a weight \( \nu_C(\tilde{V}) \) for subsets \( \tilde{V} \subseteq V \) of nodes. For a single node \( z \in V \) the weight \( \nu_C(\{z\}) \) of \( z \) with respect to the cycle cover \( C \) is half of the weight of its incoming edge plus half of the weight of its outgoing edge. For \( \tilde{V} \subseteq V \) we have

\[
\nu_C(\tilde{V}) = \sum_{z \in \tilde{V}} \nu_C(\{z\}).
\
Then \( \nu_C(V) = w(C) \).

Let an assignment for the variables \( U \) be given that satisfies \( k \) of the \( t \) clauses of \( F \). We construct a 4-cycle cover \( C \) with weight \( w(C) = r + 4 \cdot t - k \) as follows. If \( x_j = \text{true} \) then \( e_{j,+}^{\text{in}}, e_{j,+}^{\text{out}} \in E_C \), otherwise \( e_{j,-}^{\text{in}}, e_{j,-}^{\text{out}} \in E_C \). If the \( j \)-th literal of \( c_i \) is true then \( f_{i,j}^{\text{in}}, f_{i,j}^{\text{out}} \in E_C \). For any satisfied clause \( c_i \) add some of the edges \((v_{i,1}, v_{i,2})\), \((v_{i,2}, v_{i,3})\), and \((v_{i,3}, v_{i,1})\) if necessary. The clauses that are not satisfied are connected in one big cycle. This yields weight 4 per unsatisfied clause. Every node in \( C \) has indegree 1 and outdegree 1. Hence \( C \) is a cycle cover. If a clause \( c_i \) is satisfied by only one literal, then the cycle passing \( G_i \) contains two edges within \( G_i \) and both one incoming and one outgoing edge. If a clause is satisfied by more than one literal, then the cycle passes at least two variable nodes. Thus, the obtained cycle cover is a 4-cycle cover. The case in which only one clause is not satisfied by the assignment is a special one since then we cannot form one big loop of the unsatisfied clauses. But this case is negligible for sufficiently large instances of Max-3SAT(3), since we are interested in approximability.

For the other direction consider a 4-cycle cover \( C \) of \( G \) and a clause gadget \( G_i \) with \( \nu_C(V_i) = 3 \). Such a gadget will be called satisfying. Any clause gadget that is not satisfying yields weight at least 7/2. It holds that \( G_i \) is satisfying iff all edges that start or end in \( G_i \) have weight one. Since all cycles must have at least length 4 we have the following lemma.

**Lemma 6.** Let \( C = (V, E_C) \) be an arbitrary 4-cycle cover of \( G \) and \( G_i \) be a satisfying clause gadget in \( C \). Then the following properties hold:

1. At least two of the edges \( f_{i,1}^{\text{in}}, f_{i,1}^{\text{out}}, \ldots, f_{i,3}^{\text{out}} \) are in \( E_C \).
2. For \( j = 1, 2, 3 \): \( f_{i,j}^{\text{in}} \in E' \iff f_{i,j}^{\text{out}} \in E' \).

A satisfying clause gadget \( G_i \) yields a partial assignment for the variables of \( c_i \). If \( f_{i,j}^{\text{in}}, f_{i,j}^{\text{out}} \in E' \) then the \( j \)-th literal of \( c_i \) is set \text{true} and the corresponding variable is assigned an appropriate value, otherwise we do not assign a value to this literal. Due to Lemma 6 the obtained partial assignment satisfies \( c_i \).

By considering all satisfying clause gadgets we step by step obtain a partial assignment that satisfies at least those clauses whose gadgets are satisfying. The following

\[ e_{j,-}^{\text{in}} \]
\[ e_{j}^{\text{in}} \]
\[ e_{j,-}^{\text{out}} \]
\[ e_{j,+}^{\text{out}} \]

**Fig. 6.** (a) The edges starting and ending at \( u_j \). (b) Example: \( x_1 \) is the first literal in both \( c_1 \) and \( c_2 \), and \( \pi_1 \) is the second literal in \( c_3 \).
lemma assures that the obtained partial assignment is consistent, i.e. we never have to assign both true and false to one variable.

**Theorem 6.** For any \( k \) there exists a constant \( \xi > 1 \) such that \( \text{Min-}k\text{-DCC} \) cannot be approximated in polynomial time with performance ratio \( \xi \), unless \( \mathcal{NP} = \mathcal{P} \). Thus, \( \text{Min-}k\text{-DCC} \) does not have a PTAS, unless \( \mathcal{NP} = \mathcal{P} \).

**Proof.** Due to the reduction described above, a 1-satisfiable instance of Max-3SAT(3) yields a graph which has a 4-cycle cover with weight \( |V| = r + 3 \cdot t \). On the other hand, every 4-cycle cover of a graph corresponding to a \( \lambda \)-satisfiable instance has at least weight \( r + 3 \cdot \lambda \cdot t + (7/2) \cdot (1 - \lambda) \cdot t = K_\lambda \). Since every clause consists of at most three literals and every variable appears at least twice we have \( r/t \leq 3/2 \). Therefore, the following inequality holds:

\[
\frac{K_\lambda}{r + 3 \cdot t} \geq \frac{(3/2 + 3 \cdot \lambda + (7/2) \cdot (1 - \lambda)) \cdot t}{(3/2 + 3) \cdot t} = \frac{10 - \lambda}{9} = \xi > 1.
\]

Thus, deciding whether the minimum 4-cycle cover of a graph has weight \( |V| \) or at least weight \( \xi \cdot |V| \) is at least as hard as distinguishing 1- and \( \lambda \)-satisfiable instances of Max-3SAT(3). This completes the proof due to Lemma \ref{lem:hardness}.

If we replace the variable nodes by paths of lengths \( k = 4 \) we obtain the result that \( \text{Min-}k\text{-DCC} \) does not have a PTAS for any \( k \geq 4 \).

**Theorem 7.** For any \( k \geq 4 \) there exists a constant \( \xi_k > 1 \) such that \( \text{Min-}k\text{-DCC} \) cannot be approximated with performance ratio \( \xi_k \), unless \( \mathcal{NP} = \mathcal{P} \).}

We can transform a directed graph into an undirected graph by replacing each node with three nodes (see e.g. Hopcroft and Ullman \cite{hopcroft1976efficient}). Applying this transformation to the graph constructed in this section we obtain the following theorem.

**Theorem 7.** \( \text{Min-}k\text{-UCC} \) does not have a PTAS for any \( k \geq 12 \), unless \( \mathcal{NP} = \mathcal{P} \).
5 Conclusions and Open Problems

We have presented factor $4/3$ and $7/6$ approximation algorithms for Min-$k$-DCC and Min-$k$-UCC, respectively, with polynomial running time (independent of $k$). On the other hand, we have shown that $k$-DCC is $\mathcal{NP}$-complete for $k \geq 3$ and Min-$k$-DCC does not possess a PTAS for $k \geq 4$, unless $\mathcal{NP} = \mathcal{P}$. The status of Min-3-DCC is open. We strongly conjecture that this problem also has no PTAS, unless $\mathcal{NP} = \mathcal{P}$. In the undirected case, Papadimitriou has shown $\mathcal{NP}$-hardness of $k$-UCC for $k \geq 6$. The complexity of 5-UCC and the approximability of Min-$k$-UCC for $5 \leq k \leq 11$ remains open.
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Abstract. The cutwidth of a graph $G$ is defined as the smallest integer $k$ such that the vertices of $G$ can be arranged in a vertex ordering $[v_1, \ldots, v_n]$ in a way that, for every $i = 1, \ldots, n - 1$, there are at most $k$ edges with one endpoint in $\{v_1, \ldots, v_i\}$ and the other in $\{v_{i+1}, \ldots, v_n\}$. We examine the problem of computing in polynomial time the cutwidth of a partial $w$-tree with bounded degree. In particular, we show how to construct an algorithm that, in $n^{O(w^d)}$ steps, computes the cutwidth of any partial $w$-tree with vertices of degree bounded by a fixed constant $d$. Our algorithm is constructive in the sense that it can be adapted to output the corresponding optimal vertex ordering. Also, it is the main subroutine of an algorithm computing the pathwidth of a bounded degree partial $w$-tree in $n^{O((wd)^2)}$ steps.

1 Introduction

A wide variety of optimization problems can be formulated as layout or vertex ordering problems. In many cases, such a problem asks for the optimal value of some function defined over all the linear orderings of the vertices or the edges of a graph (for a survey, see [1]). One of the best known problems of this type is the problem to compute the cutwidth of a graph. It is also known as the MINIMUM CUT LINEAR ARRANGEMENT problem and has several applications such as VLSI design, network reliability, automatic graph drawing, and information retrieval. Cutwidth has been extensively examined and it appears to be closely related with other graph parameters like pathwidth, linear-width, bandwidth,
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and modified bandwidth. Briefly, the cutwidth of a graph $G = (V(G), E(G))$ is equal to the minimum $k$ for which there exists a vertex ordering of $G$ such that for any ‘gap’ (place between two successive vertices) of the ordering, there are at most $k$ edges crossing the gap. Computing cutwidth is an NP-complete problem and it remains NP-complete even if the input is restricted to planar graphs with maximum degree 3. There is a polynomial time approximation algorithm with a ratio of $O(\log |V(G)| \log \log |V(G)|)$ and there is a polynomial time approximation scheme if $E(G) = \Theta(|V(G)|^2)$. Relatively few work has been done on detecting special graph classes where computing cutwidth can be done in polynomial time (for complete references to the aforementioned results, see [9]). In [8], an algorithm was given that computes the cutwidth of any tree with maximum degree bounded by $d$ in $O(n \log n)^{d-2}$ time. This result was improved in 1983 by Yannakakis [21], who presented an $O(n \log n)$ algorithm computing the cutwidth of any tree. Since then, the only polynomial algorithms reported for the cutwidth of graph classes different from trees, concerned special cases such as hypercubes [12] and $b$-dimensional $c$-ary cliques [14]. In this paper, we move one step further presenting an polynomial time algorithm for the cutwidth of bounded degree graphs with small treewidth.

The notions of treewidth and pathwidth appear to play a central role in many areas of graph theory. Roughly, a graph has small treewidth if it can be constructed by assembling small graphs together in a tree structure, namely a tree decomposition of small width (graphs with treewidth at most $w$ are alternatively called partial $w$-trees – see Subsection 2.1 for the formal definitions). A big variety of graph classes appear to have small treewidth, such as trees, outerplanar graphs, series parallel graphs, and Halin graphs (for a detailed survey of classes with bounded treewidth, see [5]). The pathwidth of a graph is defined similarly to treewidth, but not the tree in its definition is required to be a simple line (path). That way, treewidth can be seen as a “tree”-generalization of pathwidth. Pathwidth and treewidth were introduced by Robertson and Seymour in [15, 16] and served as some of the cornerstones of their lengthy proof of the Wagner conjecture, known now as the Graph Minors Theorem (for a survey see [17]). Treewidth appears to have interesting applications in algorithmic graph theory. In particular, a wide range of otherwise intractable combinatorial problems are polynomially, even linearly, solvable when restricted to graphs with bounded treewidth or pathwidth. In this direction, numerous techniques have been developed in order to construct dynamic programming algorithms making use of the “tree” or “line” structure of the input graph (see e.g. [4]). The results of this paper show how these techniques can be used for constructing a polynomial time algorithm for the cutwidth of partial $w$-trees with vertices of degrees bounded by fixed constants. Our algorithm is a non trivial extension of the linear time algorithm in [19] concerning the parameterized version of the cutwidth problem.

The parameterized version of the cutwidth problem asks whether the cutwidth of a graph is at most $k$, where $k$ is a fixed small constant. This problem is known to be solvable in polynomial time. In particular, the first polynomial algorithm for $k$ fixed was given by Makedon and Sudborough in [13] where a
An $O(n^{k-1})$ dynamic programming algorithm is described. This time complexity has been considerably improved by Fellows and Langston in [11] where, among others, they prove that, for any fixed $k$, an $O(n^3)$ algorithm can be constructed checking whether a graph has cutwidth at most $k$. Furthermore, a technique introduced in [10] (see also [2]) further reduced the bound to $O(n^2)$, while in [11] a general method is given to construct a linear time algorithm that decides whether a given graph has cutwidth at most $k$, for $k$ constant. Finally, in [19], an explicit constructive linear time algorithm was presented able to output the optimal vertex ordering for computing the cutwidth of $G$.

This paper extends the algorithm in [19] in the sense that it uses all of its subroutines and it solves the problem of [19] for graphs with bounded treewidth. Although this extension is not really useful for the parameterized version of cutwidth, it appears that it is useful for solving the general cutwidth problem for partial $w$-trees of bounded degree. This is possible due to the observation that the “hidden constants” of all the subroutines of our algorithm remain polynomial even when we ask whether $G$ has cutwidth at most $O(dk \cdot \log n)$. As this upper bound for cutwidth is indeed satisfied, our algorithm is able to compute in $n^{O(w^2d)}$ steps the cutwidth of bounded degree partial $w$-trees.

A main technical contribution of this paper is Algorithm Join-Node in Section 3. This algorithm uses the “small treewidth” property of the input graph. It is used as an important subroutine in the algorithm for the main result. Section 2 contains the main definitions and lemmata supporting the operation of Join-Node. Subsection 2.1 contains the definitions of treewidth, pathwidth and cutwidth. Most of the preliminary results of Subsection 2.2 concern operations on sequences of integers and the definitions of the most elementary of them were introduced in [19] and [6] (see also [18]). Also, the main tool for exploiting the small treewidth of the input graph is the notion of the characteristic of a vertex ordering, introduced in [19] and defined in Subsection 2.3 of this paper. For the above reasons, we use notation compatible with the one used in [19]. In this extended abstract we omit all the proofs that can be found in [20].

Algorithm Join-Node only helps to compute the cutwidth of a bounded degree partial $w$-tree $G$ but not to construct the corresponding vertex ordering. In the full version of this paper [20], we describe how to transform this algorithm to a constructive one in the sense that we now can output a linear arrangement of $G$ with optimal cutwidth. This uses the analogous constructions of [19] and the procedures Join-Orderings and Construct-Join-Orderings described in Section 3.

An interesting consequence of our result is that the pathwidth of bounded degree partial $w$-trees can be computed in $n^{O((wd)^2)}$ steps. We mention that the existence of a polynomial time algorithm for this problem, without the degree restriction, has been proved in [6]. However, the time complexity of the involved algorithm appears to be very large and has not been reported. Our technique, described in detail in the full version [20], reduces the computation of pathwidth
to the problem of computing the cutwidth on hypergraphs. Then the pathwidth is computed using a generalization of our algorithm for hypergraphs with bounded treewidth. That way, we report more reasonable time bounds, provided that the input graph has bounded degree.

2 Definitions and Preliminary Results

All graphs of this paper are finite, undirected, and without loops or multiple edges (our results can be straightforwardly generalized to the case where the last restriction is altered). We denote the vertex (edge) set of a graph \( G \) by \( V(G) \) \( (E(G)) \). A linear ordering of the vertices of \( G \) is a bijection, mapping \( V(G) \) to the integers in \( \{1, \ldots, n\} \). We denote such a vertex ordering by the sequence \([v_1, \ldots, v_n] \).

We proceed with a number of definitions and notations, dealing with finite sequences (i.e., ordered sets) of a given finite set \( \mathcal{O} \) (most of the notation in this paper is taken from [13] and [9]). For our purposes, \( \mathcal{O} \) can be a set of numbers, sequences of numbers, vertices, or vertex sets. The set of sequences of elements of \( \mathcal{O} \) is denoted by \( \mathcal{O}^* \). Let \( \omega \) be a sequence of elements from \( \mathcal{O} \). We use the notation \([\omega_1, \ldots, \omega_r] \) to represent \( \omega \) and we define \( \omega[i, j] \) as the subsequence \([\omega_i, \ldots, \omega_j] \) of \( \omega \) (in case \( j < i \), the result is the empty subsequence \([\ ]\)). We also denote by \( \omega(i) \) the element of \( \omega \) indexed by \( i \).

Given a set \( S \) containing elements of \( \mathcal{O} \), and a sequence \( \omega \), we denote by \( \omega[S] \) the subsequence of \( \omega \) that contains only those elements of \( \omega \) that are in \( S \). Given two sequences \( \omega^1, \omega^2 \) from \( \mathcal{O}^* \), where \( \omega^i = [\omega^i_1, \ldots, \omega^i_r] \), \( i = 1, 2 \) we define the concatenation of \( \omega_1 \) and \( \omega_2 \) as \( \omega^1 \oplus \omega^2 = [\omega^1_1, \ldots, \omega^1_r, \omega^2_1, \ldots, \omega^2_{r_2}] \). Unless mentioned otherwise, we always consider that the first element of a sequence \( \omega \) is indexed by 1, i.e. \( \omega = \omega[1, |\omega|] \).

Let \( G \) be a graph and \( S \subseteq V(G) \). We call the graph \((S, E(G) \cap \{(x, y) \mid x, y \in S\})\) the subgraph of \( G \) induced by \( S \) and we denote it by \( G[S] \). We denote by \( E_G(S) \) the set of edges of \( G \) that have an endpoint in \( S \); we also set \( E_G(v) = E_G(\{v\}) \) for any vertex \( v \). If \( E \subseteq E(G) \) then we denote by \( V_G(E) \) the set of all the endpoints of the edges in \( E \). We set \( V_G(E) = \bigcup_{e \in E} e \). The neighborhood of a vertex \( v \) in graph \( G \) is the set of vertices in \( G \) that are adjacent to \( v \) in \( G \) and we denote it by \( N_G(v) \), i.e. \( N_G(v) = V_G(E_G(v)) - \{v\} \). If \( l \) is a sequence of vertices, we denote the set of its vertices by \( V(l) \). If \( S \subseteq V(l) \) then we define \( l[S] \) as the subsequence of \( l \) containing only the vertices of \( S \). If \( l \) is a sequence of all the vertices of \( G \) without repetitions, then we call it an vertex ordering of \( G \).

2.1 Treewidth – Pathwidth – Cutwidth

A nice tree decomposition of a graph \( G \) is a triple \((X, U, r)\) where \( U \) is a tree rooted on \( r \) whose vertices we call nodes and \( X = (\{X_i \mid i \in V(U)\}) \) is a collection of subsets of \( V(G) \) such that 1. \( \bigcup_{i \in V(U)} X_i = V(G) \), 2. for each edge \( \{v, w\} \in E(G) \), there is an \( i \in V(U) \) such that \( v, w \in X_i \), and 3. for each \( v \in V(G) \) the set of nodes \( \{i \mid v \in X_i\} \) forms a subtree of \( U \), 4. every node of \( U \) has at
most two children, 5. if a node \( i \) has two children \( j, h \) then \( X_i = X_j = X_h \), 6. if a node \( i \) has one child \( j \), then either \( |X_i| = |X_j| + 1 \) and \( X_j \subset X_i \) or \( |X_i| = |X_j| - 1 \) and \( X_i \subset X_j \). The width of a tree decomposition \( (\{X_i \mid i \in V(U)\}, U) \) equals \( \max_{i \in E(U)} \{|X_i| - 1\} \). The treewidth of a graph \( G \) is the minimum width over all tree decompositions of \( G \). According to [63], it is possible, for any constant \( k \geq 1 \), to construct a linear time algorithm that for any \( G \) outputs – if exists – a nice tree decomposition of \( G \) of width \( \leq k \) and with at most \( O(|V(G)|) \) nodes.

A nice tree decomposition \( (\{X_i \mid i \in V(U)\}, U, r) \) contains nodes of the following four possible types. A node \( i \in V(U) \) is called “start” if \( i \) is a leaf of \( U \), “join” if \( i \) has two children, “forget” if \( i \) has only one child \( j \) and \( |X_i| < |X_j| \), “introduce” if \( i \) has only one child \( j \) and \( |X_i| > |X_j| \). We may also assume that if \( i \) is a start node then \( |X_i| = 1 \): the effect of start nodes with \( |X_i| > 1 \) can be obtained by using a start node with a set containing 1 vertex, and then \( |X_i| - 1 \) introduce nodes, which add all the other vertices.

Let \( D = (X, U, r) \) be a nice tree decomposition of a graph \( G \). For each node \( i \) of \( U \), let \( U_i \) be the subtree of \( U \), rooted at node \( i \). For any \( i \in V(U) \), we set \( V_i = \cup_{v \in X(U_i)} X_v \) and \( G_i = G[V_i] \). For any \( p \in V(U) \) we refine \( G_p \) in a top down fashion as follows. If \( q \) is a join with children \( p \) and \( p' \), select one of its two children, say \( p \). Then, for any \( i \in U_p \) remove from \( G_i \) any edge in the set \( E(G_q[V_q]) \) (in fact, any partition of \( E(G_q[V_q]) \) for the edges induced by \( G_p[V_p] \) and \( G_{p'}[V_{p'}] \) would be suitable for the purposes of this paper). In this construction, we have \( V(G_p) = V_p \) for any \( p \in V(U) \) and we guarantee that if \( g \) is a join node with children \( p \) and \( p' \) then \( V(G_g) = V(G_{g'}) = V(G_q) \), \( E(G_p[V_q]) \cap E(G_{p'}[V_q]) = \emptyset \), and \( E(G_p) \cup E(G_{p'}) = E(G_q) \). Notice that if \( r \) is the root of \( U \), then \( G_r = G \). We call \( G_i \) the subgraph of \( G \) rooted at \( i \). We finally set, for any \( i \in V(U) \), \( D_i = (X_i, U_i, i) \) where \( X_i = \{X_v \mid v \in U(i)\} \). Observe that for each node \( i \in V(U) \), \( D_i \) is a tree decomposition of \( G_i \).

A tree decomposition \( (X, U) \) is a path decomposition, if \( U \) is a path. The pathwidth of a graph \( G \) is defined analogously.

The cutwidth of a graph \( G \) with \( n \) vertices is defined as follows. Let \( l = [v_1, \ldots, v_n] \) be a vertex ordering of \( V(G) \). For \( i = 1, \ldots, n-1 \), we define \( \theta_{l,G}(i) = E_G(l[i + 1, n]) \setminus E_G(l[i, i + 1]) \) (i.e. \( \theta_{l,G}(i) \) is the set of edges of \( G \) that have one endpoint in \( l[1, i] \) and one in \( l[i + 1, n] \)). The cutwidth of an ordering \( l \) of \( V(G) \) is \( \max_{1 \leq i \leq n-1} |\theta_{l,G}(i)| \). The cutwidth of a graph is the minimum cutwidth over all the orderings of \( V(G) \).

If \( l = [v_1, \ldots, v_n] \) is a vertex ordering of a graph \( G \), we set

\[
Q_{G,l} = [0], [\theta_{l,G}(1)], \ldots, [\theta_{l,G}(n - 1)], [0].
\]

We also assume that the indices of the elements of \( Q_{G,l} \) start from 0 and finish on \( n \), i.e. \( Q_{G,l} = Q_{G,l}[0, n] \). Clearly, \( Q_{G,l} \) is a sequence of sequences of numbers each containing only one element. It is not hard to prove that any graph \( G \) with treewidth at most \( w \) and maximum degree at most \( d \), has cutwidth bounded by \((w + 1)d \log |V(G)|\).
2.2 Sequences of Integers

In this section, we give a number of preliminary results on sequences of integers.

We denote the set of all sequences of non-negative integers by \( S \). For any sequence \( A = [a_1, \ldots, a_{|A|}] \in S \) and any integer \( t \geq 0 \) we set \( A + t = [a_1 + t, \ldots, a_{|A|} + t] \). If \( A, B \in S \) and \( A = [a_1, \ldots, a_{|A|}] \), we say that \( A \sqsubseteq B \) if \( B \) is a subsequence of \( A \) obtained after applying a number of times (possibly none) the following operations: (i) If for some \( i \), \( 1 \leq i \leq |A| - 1 \), \( a_i = a_{i+1} \), then set \( A \leftarrow A[1, i] \oplus A[i+2, |A|] \). (ii) If the sequence contains two elements \( a_i \) and \( a_j \) such that \( j - i \geq 2 \) and \( \forall i < k < j \ a_i \leq a_k \leq a_j \) or \( \forall i < k < j \ a_i > a_k > a_j \), then set \( A \leftarrow A[1, i] \oplus A[j, |A|] \).

We define the compression \( \tau(A) \) of a sequence \( A \in S \), as the unique minimum length element of \( \{B \mid B \sqsubseteq A\} \). Notice that \( B = \tau(A) \) is a subsequence \([a_{i_1}, \ldots, a_{i_{|B|}}]\) of \( A = [a_1, \ldots, a_{|A|}] \) such that for any \( j, 1 \leq j \leq |B| - 1 \), either \( a_{i_j} \leq a_{i_{j+1}} \leq \cdots \leq a_{i_{j+1}-1} \leq a_{i_{j+1}} + 1 \) or \( a_{i_j} \geq a_{i_{j+1}} \geq \cdots \geq a_{i_{j+1}} + 1 \geq a_{i_{j+1}} \). We can now define a function \( \beta_A : \{1, \ldots, |\tau(A)|\} \rightarrow \{1, \ldots, |A|\} \) where \( \beta_A(j) = i_j \) is one of the possible original positions in \( A \) of the \( j \)-th element in \( \tau(A) \). Analogously, we define the function \( \beta_A^{-1} : \{1, \ldots, |A|\} \rightarrow \{1, \ldots, |\tau(A)|\} \) such that \( \beta_A^{-1}(j) \) is the unique \( i \) such that there exists a function \( \beta_A \) where \( \beta_A(i) = j \). For any \( A \in S \), we define \( \alpha(A) \) in the same way as \( \tau(A) \) with the difference that only operation (i) is considered, i.e., we remove repetitions of a number on successive positions in the sequence. If now \( A \) is a typical sequence, we define the set of extensions of \( A \) as \( E(A) = \{ \hat{A} \in S \mid \alpha(\hat{A}) = A \} \). Let \( A = [a_1, \ldots, a_{r_1}] \) and \( B = [b_1, \ldots, b_{r_2}] \) be two sequences in \( S \). We say that \( A \sqsubseteq B \) if \( r_1 = r_2 \) and \( \forall 1 \leq i \leq r_1 \ a_i \leq b_i \). In general, we say that \( A \prec B \) if there exist extensions \( \hat{A} \in E(A) \), and \( \hat{B} \in E(B) \) such that \( \hat{A} \leq \hat{B} \). Suppose now that \( A = [a_1, \ldots, a_r] \) and \( B = [b_1, \ldots, b_{|B|}] \) are two sequences of typical sequences. We say that \( A \prec B \) if \( \forall 1 \leq i \leq r \ a_i \neq a_{i+1} \Rightarrow b_i = b_{i+1} \) (and, therefore, \( b_i \neq b_{i+1} \Rightarrow a_i = a_{i+1} \)).

The interleaving \( A \otimes B \) of two typical sequences \( A \) and \( B \) is a set of typical sequences defined as follows

\[ A \otimes B = \{ \tau(\hat{A} + \hat{B}) \mid \hat{A} \in E(A), \hat{B} \in E(B) \text{ and, } \hat{A} \sim \hat{B} \}. \]

The interleaving of two sequences of typical sequence \( A = [A_1, \ldots, A_w] \) and \( B = [B_1, \ldots, B_w] \) where \( w = |A| = |B| \) is defined as follows:

\[ A \otimes B = \{ [C_1, \ldots, C_w] \mid C_i \in A_i \otimes B_i, i = 1, \ldots, w \}. \]

Given two sequences \( B_1 \) and \( B_2 \) where \( B_1 \sim B_2 \) we define function \( \nu_{B_1, B_2} : \{1, \ldots, |B_1| - 1\} \rightarrow \{1, 2\}, \nu_{B_1, B_2}(j) = 1 \) if \( B_1(j) \neq B_1(j + 1) \) and \( \nu(j) = 2 \) if \( B_1(j) = B_1(j + 1) \) (\( \nu_{B_1, B_2}(j) \) indicates which one of \( B_1, B_2 \) changes value between indexes \( j \) and \( j + 1 \)). When the sequences \( B_1 \) and \( B_2 \) are obvious, we simply denote \( \nu_{B_1, B_2} \) by \( \nu \).
2.3 Characteristic Pairs

A characteristic pair is any pair \((\lambda, A)\) where \(\lambda\) is a sequence over a set \(\mathcal{O}\) and \(A\) is a sequence of typical sequences such that \(|A| = |\lambda| + 1\). Notice that for any graph \(G\) and any order \(l\) of \(V(G)\) the pair \((l, Q_G, l)\) is a characteristic pair. The width of a characteristic pair \((\lambda, A)\), is defined as \(\max(A)\).

Procedure Com in Figure 1 defines the compression of a characteristic pair relative to a subset of \(\mathcal{O}\).

Procedure Com\((l, R, S)\).
Input: A characteristic pair \((l, R)\) and a set \(S\).
Output: A characteristic pair \((\lambda, A)\).
We assume the notations \(l = [v_1, \ldots, v_l]\) and \(\lambda = [v_{i_1}, v_{i_2}, \ldots, v_{i_\rho}]\).

1: \(\lambda \leftarrow l[S]\),
2: \(A \leftarrow \tau (R[0, i_1 - 1]), \tau (R[i_1, i_2 - 1]), \ldots, \tau (R[i_\rho - 1, i_\rho - 1]), \tau (R[i_\rho, |l|])\).
3: Output \((\lambda, A)\).
4: End.

Fig. 1. The procedure Com.

Given a graph \(G\) with \(n\) vertices, a vertex ordering \(l\) of \(G\) and \(S \subseteq V(G)\), the \(S\)-characteristic of \(l\) is \(C_S(G, l) = \text{Com}(l, Q_G, l, S)\). Notice that, from the definition of the \(S\)-characteristic of a vertex ordering \(l\) of a graph \(G\) we have that the \(V(G)\)-characteristic of \(l\) is equal to \((l, Q_G, l)\), i.e. \(C_{V(G)}(G, l) = (l, Q_G, l)\) (clearly, \(\text{Com}(l, Q_G, l, V(G)) = (l, Q_G, l)\)). We will simply use the term characteristic when there is no confusion on the choice of \(S\) and \(l\). Given the \(S\)-characteristics \((\lambda^i, A^i), i = 1, 2,\) of two different vertex orderings of \(G\) we say that \((\lambda^1, A^1) \preceq (\lambda^2, A^2)\) when \(\lambda^1 = \lambda^2\) and \(A^1 \preceq A^2\).

Given a graph \(G\) and a vertex subset \(S\), we say that a characteristic pair \((\lambda, A)\) is an \(S\)-characteristic when \((\lambda, A) = C_S(l, G)\) for some ordering \(l\) of the vertices of \(G\). Notice that for any \(S \subseteq V(G)\), \(l\) is a vertex ordering of \(G\) with width at most \(k\) iff the width of \(C_S(l, G)\) is at most \(k\).

Assume from now on that we have a graph \(G\) and that \((X, U)\) is a nice tree decomposition of \(G\), with width at most \(w\). A set \(FS(i)\) of \(X_i\)-characteristics of vertex orderings of the graph \(G_i\) with cutwidth at most \(k\) is called a full set of characteristics for node \(i\) if for each vertex ordering \(l\) of \(G_i\) with cutwidth at most \(k\), there is a vertex ordering \(l'\) of \(G_i\) such that \(C_{X_i}(G_i, l') \prec C_{X_i}(G_i, l)\) and \(C_{X_i}(G_i, l') \in FS(i)\), i.e. the \(X_i\)-characteristic of \(l'\) is in \(FS(i)\). The following lemma can be derived directly from the definitions. For the proof of Lemma 2 see (see [20]).

Lemma 1. A full set of characteristics for a node \(i\) is non-empty if and only if the cutwidth of \(G_i\) is at most \(k\). If some full set of characteristics for \(i\) is non-empty, then any full set of characteristics for \(i\) is non-empty.

Lemma 2. Let \(G\) be graph with \(n\) vertices of degree bounded by \(d\) and let \((X, U)\) be a nice tree decomposition of \(G\) with width at most \(w\). Then for any node \(i \in V(U)\), \(|FS(i)| \leq w! \left(\frac{8}{3}\right)^{w+1} n^{2d(w+1)^2} \).
3 An Algorithm for Cutwidth and Its Consequences

In this section, we give for any pair of integer constants \( k, w \), an algorithm that, given a graph \( G \) with maximum degree \( d \) and a nice tree decomposition \((X,U)\) of width at most \( w \), decides whether \( G \) has cutwidth at most \( k \).

An important consequence of Lemma 1 is that the cutwidth of \( G \) is at most \( k \), if and only if any full set of characteristics for the root \( r \) is non-empty (recall that \( G_r = G \)). In [19] there are given algorithms able to construct a full set of characteristics for an insert or a forget node when a full set of characteristics for the unique child of \( i \) is given. In what follows, we show how to compute a full set of characteristics for a join node \( i \) when two full set of characteristics for its children \( j_1, j_2 \) are given.

We now consider the case that node \( i \) is a join node and \( j_h, h = 1, 2 \) are the two children of \( i \) in \( U \). We observe that \( V(G_{j_1}) \cap V(G_{j_2}) = X_i, G_{j_1} \cup G_{j_2} = G_i \) and we recall that \( E(G_{j_1} [X_i]) \cap E(G_{j_2} [X_i]) = \emptyset \). Given a full set of characteristics \( FS(j_1) \) for \( j_1 \) and a full set of characteristics \( F_{j_2} \) for \( j_2 \), the algorithm Join-Node in Figure 2 computes a full set of characteristics \( FS(i) \) for \( i \).

**Algorithm Join-Node**

*Input:* A full set of characteristics \( FS(j_1) \) for \( j_1 \) and a full set of characteristics \( FS(j_2) \) for \( j_2 \).

*Output:* A full set of characteristics \( FS(i) \) for \( i \).

1: Initialize \( FS(i) = \emptyset \).
2: For any pair of \( X_{j_i} \)-characteristics \((\lambda, A_h) \in FS(j_h), h = 1, 2, \) do
3: For any \( A \in A_1 \otimes A_2 \), do
4: If \( \max(\lambda, A) \leq k \), set \( FS(p) \leftarrow FS(p) \cup \{ (\lambda, A) \} \).
5: Output \( FS(p) \).
6: End.

*Fig. 2.* The algorithm Join-Node.

**Lemma 3.** Let \( G, G_1 \) and \( G_2 \) be graphs where \( G_1 \cup G_2 = G \) and \( G_1 \cap G_2 = (S, \emptyset) \). Let also \( l_1, l_2 \) be vertex orderings of \( G_1 \) and \( G_2 \) respectively where \( l_1[S] = l_2[S] = \lambda \). If \( (C_S(G_i, l_i) = \lambda, A_i), i = 1, 2 \) then, for any \( A \in A_1 \otimes A_2 \), there exists a vertex ordering \( l \) of \( G \) where \( l[V(G_i)] = l_i, i = 1, 2 \) and \( C_S(G, l) = (\lambda, A) \) and such a vertex ordering can be constructed by procedure Construct-Join-Orderings in Figure 2.

The proof of the following makes strong use of Lemma 3.

**Lemma 4.** If \( i \) is a join node with children \( j_1, j_2 \), and, for \( h = 1, 2 \), \( FS(j_h) \) is a full set of characteristics for \( j_h \), then the set \( FS(i) \) constructed by Algorithm Join-Node in Figure 2 is a full set of characteristics for \( i \).

Using Lemma 4 it is possible to conclude to the following.
A vertex ordering of \( G \) for which \( C_S(G, l) = (\lambda, \mathbf{A}) \).

1. Assume that for \( i = 1, 2 \), let \( l_i = [v_1^i, \ldots, v_{l_i}^i] \)
2. Let \( \lambda = [v_1^1, \ldots, v_{\rho}^1] = [v_1^2, \ldots, v_{\rho}^2] \) where \( \rho = |S| \).
3. For \( i = 1, 2 \), set \( \kappa_0^i = 0 \) and \( \kappa_{i+1}^i = r_i + 1 \).
4. For \( i = 1, 2 \), set \( Q_i = Q_{G_i, l_i}(0) \oplus \cdots \oplus Q_{G_i, l_i}(r_i) \).
5. For any \( h = 0, \ldots, \rho \), set \( l_0^h = l_1[\kappa_h^1 + 1, \kappa_{i+1}^1 - 1] \) and \( l_2^h = l_2[\kappa_h^2 + 1, \kappa_{i+1}^2 - 1] \).
6. Set \( Q^i_h = Q_1[\kappa_h^1, \kappa_{i+1}^1 - 1] \) and \( Q^2_h = Q_2[\kappa_h^2, \kappa_{i+1}^2 - 1] \).
7. For \( i = 1, 2 \), let \( \mathbf{A} \) be a sequence \( \mathbf{A} = (\mathbf{A}_h) \).
8. Set \( l = w^0 \oplus [\lambda(1)] \oplus w^1 \oplus [\lambda(2)] \oplus w^2 \oplus \cdots \oplus [\lambda(\rho - 1)] \oplus w^{\rho} \).
9. Output \( l \).

Theorem 1. An algorithm can be constructed that, given a graph \( G \) with \( n \) vertices of degree no more than \( d \) and a tree decomposition \( (X, U) \) of \( G \) of \( O(n) \) nodes and width at most \( w \), computes the cutwidth of \( G \) in \( O((w!)^2(\frac{2}{3})^{2w}n^4d(2w^2+3w+1)+1)(wd \log n)^5 \) steps.

Our algorithm can be turned into a constructive algorithm by making use of Procedures Construct-Join-Ordering and Join-Ordering. (For the details, see [20])

Theorem 2. An algorithm can be constructed that, given a graph \( G \) with \( n \) vertices of degree no more than \( d \) and a tree decomposition \( (X, U) \) of \( G \) with \( O(n) \) nodes and width at most \( w \), computes an ordering of \( V(G) \) of minimum cutwidth in \( O((w!)^2(\frac{2}{3})^{2w}n^{4d(2w^2+3w+1)+1}(wd \log n)^5) \) steps.

According to the main results in [33], one can construct an algorithm that, in \( O(w^{O(w)2O(w^3)}n) \) steps, constructs a minimum width nice tree decomposition of any partial \( w \)-tree. This algorithm can serve as a preprocessing step to the algorithm of Theorem 4 that with input a partial \( w \)-tree \( G \) with vertices of degree at most \( d \), outputs a vertex ordering of \( G \) of minimum cutwidth.

Our algorithm can be used as the main subroutine of a polynomial time algorithm computing the pathwidth of a bounded degree partial \( w \)-tree. We prove the following theorem. (For the details see [20].)

Theorem 3. An algorithm can be constructed that, given a graph \( G \) with \( n \) vertices of degree no more than \( d \) and a tree decomposition \( (X, U) \) of \( G \) of \( O(n) \) nodes and width at most \( w \), outputs a path decomposition of \( G \) with minimum width in \( O(((dw!)^2(\frac{2}{3})^{2dw}n^{12(dw)^2+20dw+9}(dw \log n)^5) \) steps.
We mention that the problem of computing the pathwidth of partial $w$-trees can be solved in polynomial time. The algorithm for the general case was given by Bodlaender and Kloks in [6]. However, the exponent in the complexity of this algorithm is quite large for any practical purpose. The algorithm proposed in Theorem 3 is faster and can serve as a more realistic approach for partial $w$-trees with bounded degree.
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Abstract. In this paper new and generalized lower bounds for the graph partitioning problem are presented. These bounds base on the well known lower bound of embedding a clique into the given graph with minimal congestion. This is equivalent to a multicommodity flow problem where each vertex sends a commodity of size one to every other vertex. Our new bounds use arbitrary multicommodity flow instances for the bound calculation, the critical point for the lower bound is the guaranteed cut flow of the instances. Furthermore, a branch&bound procedure basing on these bounds is presented and finally it is shown that the new bounds are also useful for lower bounds on classes of graphs, e.g. the Butterfly and Beneš graph.

1 Introduction

Graph Partitioning is the problem of partitioning a set of vertices of a graph into disjoint subsets of a given maximal size such that the number of edges with end points in different subsets is minimized. Graph Partitioning is a very common problem and has a large number of applications. For example circuit layout, compiler design, and load balancing are typical applications in which Graph Partitioning problems appear. Unfortunately, the Graph Partitioning problem is a NP-hard problem. So in the last years a lot of effort has been spent in the development of fast and good heuristics for the problem, a recent survey is given in [3]. These heuristics often can handle rather large graphs with more than a million vertices and deliver good solutions. In contrast to the development of heuristics only a little expense has been done in the development of exact algorithms. From the NP-hardness fact it is clear that generally only relatively small graphs can be solved exactly. Nevertheless, exact solutions are of interest for applications and for the validation of heuristics.

In this paper we present new lower bounds for the Graph Partitioning problem and a branch & bound algorithm for the exact solution of the Graph Partitioning problem using these new lower bounds. The new bounds base on a well known method for proving lower bounds of the graph bisection problem (a special case of the graph partitioning
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problem with two equally sized partitions): If there is an embedding of the Clique graph
with \( n \) vertices \( (K_n) \) into the given graph \( G \) with a congestion \( C \), then each bisection
of the graph \( G \) cuts at least \( \frac{n^2}{4C} \) edges. The computation of an embedding with minimal
congestion (i.e. the lower bound is maximal) is equivalent to a multicommodity flow
problem: Every vertex sends a commodity of size one to every other vertex. Realizing
this flow with minimal congestion provides us with the identical lower bound for the
graph bisection problem.

The above lower bound is often used for theoretical analysis of the bisection width
of a given graph (e.g. see [9]) and it delivers convenient bounds if the graph is quite
regular. But the bound is impractical for the construction of a branch & bound algorithm
if the graph is more irregular as it is often the fact in practice. In this paper we present
generalizations of this bound. The generalizations base on the observation that not every
vertex has to send a commodity of identical size to every other vertex. In fact we can
compute lower bounds on the graph partitioning problem for every possible combination
of commodities. We only have to know the guaranteed CutFlow, i.e. the amount of flow
which crosses the cut of every feasible partitioning of the graph. Furthermore, we have
generalized the idea such that it is applicable not only for the graph bisection problem
with exactly two equally sized partitions, but also for the general graph partitioning
problem with a given number of partitions and a given maximal size for every partition.

In the last years there have been presented a number of different approaches for
solving the graph partitioning problem exactly. The most recent approach is presented in
[8] by S.E. Karisch, F. Rendl, and J. Clausen. They use a semidefinite relaxation for the
computation of a lower bound on the Graph Partitioning problem as the core of a branch &
bound algorithm. They address the Graph Partitioning problem with two partitions, edge
weights, and a maximal partition size; their approach does not handle vertex weights
or more than two partitions. In [5] Ferreira et al. present a branch-and-cut algorithm
basing on a variety of separation heuristics. They address the general Graph Partitioning
problem with vertex weights, edge weights, an arbitrary number of partitions, and a
branch-and-cut algorithm. They start with a linear program defining the convex hull of all
solutions and use several separation procedures to add cuts to the linear program. They
address the bisection problem with edge weights. In [7] E. Johnson, A. Mehrotra, and G.
Nemhauser present a column generation algorithm for the Graph Partitioning problem.
There, the generation of additional columns itself is NP-hard, so they present efficient
strategies for the generation. They address the general Graph Partitioning problem with
vertex and edge weights, an arbitrary number of partitions and a maximal partition size.

Also related to our paper is the work of F. Shahrokhi and L. Szekely in [15]. They
examine bounds basing on the embedding of the clique \( K_n \). They apply this bound
to general graphs with a small number of equivalence classes of vertices and use only
shortest paths for the flow. Putting this together they get lower bounds on the crossing
number, bisection width and edge and vertex expansion of graphs. Their bounds are
especially good if there is only one equivalence class of vertices.

In the next section we give basic definitions for the Graph Partitioning problem and
Multicommodity Flows. Then in section three we present the new lower bounds for the
Graph Partitioning problem basing on more flexible multicommodity flows. In section
four the branch & bound algorithm using this bound is described; inside the algorithm we can use the solution of the multicommodity flow instance to force vertices to stay in the same partition. Finally, in section five we give upper bounds on the new lower bounds and apply the new lower bounds to the butterfly graph.

2 Definitions

There have been a couple of slightly different definitions of the Graph Partitioning problem. Inside this paper we are talking about a graph with vertex and edge weights, a given number of partitions and a maximal size for each partition. More formally:

Definition 1. The Graph Partitioning problem has given an undirected graph \( G = (V, E) \), vertex weights \( g : V \rightarrow \mathbb{N} \), edge weights \( f : E \rightarrow \mathbb{N} \), a number of partitions \( p \in \mathbb{N} \), and a maximal size \( M \in \mathbb{N} \). The problem is to find a partition of the vertices \( V \) into \( p \) disjoint sets \( V_1, \ldots, V_p \) with \( \forall i : \sum_{v \in V_i} g(v) \leq M \) and minimal CutSize := \( \min_{V=\bigcup_i V_i} \text{CutSize}(V_1, \ldots, V_p) \), where

\[
\text{CutSize}(V_1, \ldots, V_p) := \sum_{v \in V_i, w \in V_j, i < j} f(\{v, w\}).
\]

In the following we use \( n = |V| \) and \( N = \sum_{v \in V} g(v) \). The above definition is a very general one. If \( p = 2 \) is used we obtain the well known bisection problem. Often equally sized partitions are requested, i.e. \( M = \lceil \frac{N}{p} \rceil \). Notice, that in the case of \( p > 2 \) this is a less strong requirement than the requirement \( \forall i, j : |V_i| - |V_j| \leq 1 \) which is also used sometimes.

As mentioned above we want to use Multicommodity Flows in order to compute lower bounds on the Graph Partitioning problem. In the Multicommodity Flow problem there are commodities of specific sizes with a source vertex and a destination vertex. The goal is to fulfill the given set of commodities with minimal congestion. More formally:

Definition 2. The Multicommodity Flow problem has given an undirected graph \( G = (V, E) \), edge weights \( f : E \rightarrow \mathbb{N} \), and for each pair \( (v, w) \in V \) the size \( d_{v,w} \in \mathbb{R}_{\geq 0} \) with \( \forall v \in V : d_{v,v} = 0 \) of the commodity which has to flow from vertex \( v \) to vertex \( w \). A flow \( h : V \times V \times V \rightarrow \mathbb{R}_{\geq 0} \) is sought with \( h(u, v, w) = 0 \iff \{v, w\} \notin E \), and

\[
\forall v, w \in V, v \neq w : \sum_{u \in V} h(u, v, w) - h(v, w, u) = d_{v,w}.
\]

The congestion \( c : E \rightarrow \mathbb{R} \) of each edge is \( c(\{v, w\}) := \frac{1}{f(\{v, w\})} \sum_{u \in V} h(u, v, w) + h(u, w, v) \). A flow \( h \) is searched with minimal total congestion \( C := \max_{e \in E} c(e) \).

The Multicommodity Flow problem is a well known problem. It can be represented as a linear program of polynomial size, so it is solvable in polynomial time. Fast or approximating algorithms for the Multicommodity Flow problem are subject of current research activities, see e.g. \([4, 11, 10]\).
3 Multicommodity Bounds

General Idea. The main idea for the generalization of the known lower bound on the graph bisection problem into equally sized partitions is the following: The known bound bases on the embedding of a $K_n$ into the given graph with minimal congestion $C_0$. Any bisection of a $K_n$ has a $\text{CutSize}$ of at least $\frac{n^2}{4}$. Since each edge of the given graph is used by at most $C_0$ edges of the $K_n$, a $\text{CutSize}$ of at least $\frac{n^2}{4C_0}$ of the given graph is unavoidable in order to cut the minimal number of edges of the $K_n$. Computing the minimal congestion of this embedding is equivalent to calculating the minimal congestion $C$ of a Multicommodity Flow problem with $8v; w \in V : d_{v, w} = 1$. In this case we can argue equivalently to get a lower bound for the Graph Partitioning problem: Any bisection of the graph has a flow of $\frac{n^2}{2}$ between vertices of different partitions. Since each vertex transports at most $C$ commodities (assuming $\forall e \in E : f(e) = 1$) at least $\frac{n^2}{2C}$ crossing edges are necessary, i.e. $\text{CutSize} \geq \frac{n^2}{2C}$. This consideration can be generalized to any Multicommodity Flow instance:

Theorem 1
Given a Graph Partitioning problem with a graph $G$ which has to be divided into $p$ partitions. If a Multicommodity Flow with this graph $G$, sizes $d$, and congestion $C$ exists with a $\text{CutFlow} \in \mathbb{R}$ such that for any optimal partition $V = \bigcup_{i=1}^{p} V_i \sum_{v \in V_i, w \in V_j, i \neq j} d_{v, w} \geq \text{CutFlow}$ holds. Then

$$\text{CutSize} \geq \frac{\text{CutFlow}}{C}.$$  

Proof. Let $V = \bigcup V_i$ be an optimal solution of the Graph Partitioning problem. Then

$$\text{CutFlow} \leq \sum_{v \in V_i, w \in V_j, i \neq j} d_{v, w} \leq \sum_{v \in V_i, w \in V_j, i < j} C \cdot f(\{v, w\}) = C \cdot \text{CutSize}(V_1, \ldots, V_p)$$

Since we have assumed that $V = \bigcup V_i$ is optimal, $\text{CutSize} \geq \frac{\text{CutFlow}}{C}$ follows. □

Different Instantiations. So in principle we could use any Multicommodity Flow instance for the computation of a lower bound on the Graph Partitioning problem. The bound is the better the bigger the guaranteed $\text{CutFlow}$ and the smaller the congestion $C$ are. In the following we introduce three different general Multicommodity Flow instances with a different degree of freedom for their choice of the sizes of the commodities. The first one corresponds to the known bound where every vertex sends a commodity of size one to every other vertex. We have adapted it to consider vertex weights, only:

Definition 3. The 1-1-MC is a Multicommodity Flow instance with a graph $G = (V, E)$, vertex weights $g : V \rightarrow \mathbb{N}$, and default sizes of the commodities:

$$\forall v, w \in V : d_{v, w} = g(v) \cdot g(w)$$

The next Multicommodity Flow instance allows a variable source strength for each vertex. The idea behind this is that more central vertices generate less total load on the edges such that we hope to get a larger $\text{CutFlow}$ with a smaller congestion:
Definition 4. The VarMC is a Multicommodity Flow instance with a graph $G = (V, E)$, vertex weights $g : V \rightarrow \mathbb{N}$, and a free source strength $s : V \rightarrow \mathbb{R}_{\geq 0}$ such that

$$\forall v, w \in V : \quad d_{v, w} = g(w) \cdot s(v).$$

For the computation of a good lower bound on the graph partitioning problem the free source strengths have to be adapted to the given graph such that the bound is maximized. The selecting of the source strengths is not done by hand but can be included into a linear program which also solves the Multicommodity Flow problem. Finally, we introduce a Multicommodity Flow instance in which all sizes of the commodities are free:

Definition 5. The MVarMC is a Multicommodity Flow instance with a graph $G = (V, E)$, vertex weights $g : V \rightarrow \mathbb{N}$, and a free source strength $s : V \times V \rightarrow \mathbb{R}_{\geq 0}$ with $s(v, v) = 0 \forall v \in V$ such that

$$\forall v, w \in V : \quad d_{v, w} = g(w) \cdot s(v, w).$$

The critical point for the use of a Multicommodity Flow instance when computing a lower bound on the graph partitioning problem is the guaranteed CutFlow. The following Theorem delivers correct values for the MVarMC instance:

Theorem 2

We have given a Graph Partitioning problem with a graph $G = (V, E)$, vertex weights $g$, and the constants $p$ and $M$. A Multicommodity Flow instance MVarMC guarantees a flow over each feasible partition of

$$\text{CutFlow} \geq \sum_{v \in V} \left( \sum_{w \in V} s(v, w) \cdot g(w) - \bar{s}_v (M - g(v)) \right) + \bar{s}R(M - R)$$

with $\bar{s}_v := \max_{w \in V} s(v, w)$, $\bar{s} := \min_{v \in V} \frac{\bar{s}_v}{g(v)}$, and $R := N - M \cdot \lceil \frac{N}{M} \rceil$.

Proof. We are looking for a guaranteed CutFlow of the commodities with sizes $s(v, w)$. A CutFlow is guaranteed if for any possible partition according to the parameters $M$ and $p$ the actual flow between the partitions is at least as large as CutFlow. So let us assume any feasible partition $V = V_1 \cup \ldots \cup V_p$ with $N_i = \sum_{v \in V_i} g(v)$. Then

$$\text{CutFlow} = \sum_{i=1}^{p} \sum_{v \in V_i} \sum_{w \in V \setminus V_i} s(v, w) \cdot g(w) \geq \sum_{i=1}^{p} \sum_{v \in V_i} \left( \sum_{w \in V} s(v, w) \cdot g(w) - \bar{s}_v \sum_{w \in V \setminus V_i} g(w) \right)$$

$$= \sum_{v \in V} \left( \sum_{w \in V} s(v, w) g(w) - (M - g(v)) \cdot \bar{s}_v \right) + \sum_{i=1}^{p} (M - N_i) \sum_{v \in V_i} \bar{s}_v$$

$$\geq \sum_{v \in V} \left( \sum_{w \in V} s(v, w) g(w) - (M - g(v)) \cdot \bar{s}_v \right) + \bar{s} \sum_{i=1}^{p} (M - N_i) N_i$$
To prove the Theorem it remains to show that \( \sum_{i=1}^{P} (M - N_i)N_i \geq R(M - R) \) for every feasible partition, i.e. \( \forall i : N_i \leq M \land \sum_{i=1}^{P} N_i = N \):

\[
\sum_{i=1}^{P} (M - N_i)N_i = MN - \left( \sum_{i=1}^{P} N_i^2 \right) \geq MN - \left( \frac{N}{M} \right) M^2 - R^2 = R(M - R)
\]

Notice that the term \( R(M - R) \) corresponds to the problem definition of a maximal size for every partition. If the restriction \( \forall i, j : |V_i| - |V_j| \leq 1 \) is used, a different (bigger) term is possible.

Basing on the \textit{CutFlow} of the MVarMC instance it is easy to specify the guaranteed \textit{CutFlow} of the VarMC and 1-1-MC instance:

**Lemma 1.** The VarMC instance guarantees a CutFlow of

\[
\text{CutFlow} \geq (N - M) \sum_{v \in V} s(v) + \tilde{s}R(M - R)
\]

with \( \tilde{s} := \min_{v \in V} \frac{s(v)}{g(v)} \). The 1-1-MC instance guarantees a CutFlow of

\[
\text{CutFlow} \geq N(N - M) + R(M - R).
\]

**Proof.** Using \( \forall v, w \in V : s(v, w) = s(v) \) or \( \forall v, w \in V : s(v, w) = g(v) \), respectively, the Lemma follows from the CutFlow of the MVarMC instance. \( \square \)

So altogether we have introduced three different instances with a different degree of freedom. It is clear that the bound of the MVarMC instance is at least as good as the bound of the VarMC instance which is at least as good as the bound of the 1-1-MC instance. On the other hand the computation of the MVarMC instance should last longer since more variables have to be specified. For practical usage of the bounds we have to compare the quality of the bounds and their running times.

**Experimental Results.** All three proposed Multicommodity Flow instances can be represented as a linear program. The free source strengths in the VarMC and MVarMC instances are realized by additional variables inside the linear program. A maximal congestion of one is given and the goal is the maximization of the guaranteed CutFlow. Thus, solving the linear program contains the selection of the optimal source strengths.

The following linear program corresponds to the MVarMC instance:

\[
\text{Maximize } \sum_{v \in V} \left( \sum_{w \in V} s(v, w) \cdot g(w) - s_v(M - g(v)) \right) + \tilde{s}R(M - R)
\]

subject to

\[
\forall \{v, w\} \in E : \quad \sum_{u \in V} h(u, v, w) + h(u, w, v) \leq f(\{v, w\})
\]

\[
\forall v, w \in V, v \neq w : \quad \sum_{u \in V} h(v, u, w) - h(v, w, u) \geq s(v, w) \cdot g(w)
\]

\[
\forall v \in V : \quad g(v) \cdot \tilde{s} \leq \tilde{s}_v
\]

Of course the constraints for \( \tilde{s} \) can be omitted if \( R = 0 \).

To solve this linear program we use the barrier algorithm of the CPLEX package (\textit{CPLEX}). All experiments have been performed on a Sun Enterprise 450 Model 4400 machine with 1 GB main memory and a Sun UltraSPARC-II 400 MHz processor.
We have done a large amount of tests for different Graph Partitioning problems. Here we show the results of a small representative set of graphs in order to show the typical behavior of the bounds. The “SE$d$” graph is a shuffle exchange graph of dimension $d$, the “DB$d$” graph is a DeBruijn graph of dimension $d$, “Star 50” is a simple star graph with 50 vertices, “Grid 5x10” is a two-dimensional grid. “ex36a” and “ex36d” are introduced in [8], both having 36 vertices. In the “a” version each edge is in the graph with probability 0.5, in the “d” version each edge has a random weight between 0 and 10. “Rand 0.1” and “Rand 0.05” are random graphs from ourselves, both having 60 vertices; each possible edge is contained in the graph with probability of 0.1 or 0.05, respectively. “RandPlan” is a random maximal planar graph with 100 vertices, constructed from routines of the LEDA library ([12]). “m4”, “mc”, and “m8” are real world instances from a finite elements method, see [14], also used in [5,18]. “cb30” and “cb61” are real world instances from compiler design problems, also used in [5,8], and finally the “wcbx” graphs are the “cbx” graphs with vertex weights.

The problems in Table 1 with $p=2$ and $M = \lceil N/p \rceil$ corresponds to the classical bisection problem with equally sized partitions. For each of the three Multicommodity Flow instances the lower bound and the computation time (format hh:mm:ss) is given. The “Opt” column gives the exact result, or in braces the best known upper bound if the exact solution is unknown. The graph with missing 1-1-MC and VarMC results are not connected, so it is not possible for any vertex to send something to all other vertices. Bold faced entries in the 1-1-MC column show instances where the bound is significantly worse than the VarMC bounds. And bold faced entries in the MVarMC column show instances where the bounds are significantly better than the VarMC bounds. Furthermore, results are presented with $p=2$, $M = \lceil \frac{2}{3}N \rceil$ and $p=4$, $M = \lceil \frac{1}{4}N \rceil$.

Conclusions from the Experiments

– The 1-1-MC instance is generally faster than the two other instances. The VarMC and MVarMC instances are sometimes equally fast and sometimes the VarMC instance is the faster one.
– The 1-1-MC bounds are generally worse than the bounds from the two other instances. With increasing $M$ the gap of the bounds of the 1-1-MC and the VarMC gets smaller.
– For $p = 2$ and $M = n/2$ VarMC and MVarMC often deliver the same bound while with increasing $p$ or $M$ the gap between the VarMC and MVarMC bounds gets bigger.

4 Branch & Bound Algorithm

Branching Realization. In a branch & bound algorithm a given subproblem, which cannot be bounded, has to be divided into at least two new restricted subproblems. We do this restriction by determining if two vertices $v, w \in V$ stay in the same partition or are separated into different partitions. We call these two possibilities “join” or “split”. A join is performed by creating a new graph from the original graph: the two vertices $v, w \in V$, which have to stay in the same partition, are joined into one vertex $\tilde{v}$ with
Table 1. Lower bounds and computation time with the three Multicommodity Flow instances

<table>
<thead>
<tr>
<th>Graph</th>
<th>1-1-MC Bound Time</th>
<th>VarMC Bound Time</th>
<th>MVarMC Bound Time</th>
<th>Opt Bound Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE7</td>
<td>14.26</td>
<td>15.12</td>
<td>15.12</td>
<td>1:30 16</td>
</tr>
<tr>
<td>DB7</td>
<td>27.52</td>
<td>28.98</td>
<td>28.98</td>
<td>1:45 30</td>
</tr>
<tr>
<td>Star 50</td>
<td>12.76</td>
<td>25.00</td>
<td>25.00</td>
<td>1 25</td>
</tr>
<tr>
<td>Grid 5x10</td>
<td>5.00</td>
<td>5.00</td>
<td>5.00</td>
<td>3 5</td>
</tr>
<tr>
<td>ex36a</td>
<td>92.58</td>
<td>104.17</td>
<td>104.17</td>
<td>19 117</td>
</tr>
<tr>
<td>ex36d</td>
<td>1277.49</td>
<td>1385.59</td>
<td>1385.59</td>
<td>37 1426</td>
</tr>
<tr>
<td>Rand 0.1</td>
<td>15.25</td>
<td>30.00</td>
<td>37.83</td>
<td>19 42</td>
</tr>
<tr>
<td>Rand 0.05</td>
<td>-</td>
<td>-</td>
<td>9.79</td>
<td>13 10</td>
</tr>
<tr>
<td>RandPlan</td>
<td>21.37</td>
<td>26.79</td>
<td>26.79</td>
<td>50 28</td>
</tr>
<tr>
<td>m4</td>
<td>-</td>
<td>-</td>
<td>5.83</td>
<td>1 6</td>
</tr>
<tr>
<td>mc</td>
<td>3.69</td>
<td>5.10</td>
<td>5.67</td>
<td>9 6</td>
</tr>
<tr>
<td>m8</td>
<td>7.00</td>
<td>7.00</td>
<td>7.00</td>
<td>45 7</td>
</tr>
<tr>
<td>cb30</td>
<td>52.23</td>
<td>97.50</td>
<td>213.00</td>
<td>0 213</td>
</tr>
<tr>
<td>cb61</td>
<td>170.50</td>
<td>330.00</td>
<td>1906.40</td>
<td>10 2177</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Graph</th>
<th>1-1-MC Bound Time</th>
<th>VarMC Bound Time</th>
<th>MVarMC Bound Time</th>
<th>Opt Bound Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE6</td>
<td>7.39</td>
<td>7.42</td>
<td>7.44</td>
<td>4 8</td>
</tr>
<tr>
<td>DB6</td>
<td>13.98</td>
<td>13.99</td>
<td>13.99</td>
<td>8 14</td>
</tr>
<tr>
<td>Star 50</td>
<td>11.10</td>
<td>16.00</td>
<td>16.00</td>
<td>1 16</td>
</tr>
<tr>
<td>Grid 5x10</td>
<td>4.35</td>
<td>4.35</td>
<td>4.35</td>
<td>3 5</td>
</tr>
<tr>
<td>ex36a</td>
<td>82.29</td>
<td>86.18</td>
<td>88.48</td>
<td>12 101</td>
</tr>
<tr>
<td>ex36d</td>
<td>1135.54</td>
<td>1181.32</td>
<td>1212.00</td>
<td>42 1246</td>
</tr>
<tr>
<td>Rand 0.1</td>
<td>13.56</td>
<td>20.00</td>
<td>27.30</td>
<td>17 33</td>
</tr>
<tr>
<td>Rand 0.05</td>
<td>-</td>
<td>-</td>
<td>6.00</td>
<td>7 6</td>
</tr>
<tr>
<td>RandPlan</td>
<td>18.90</td>
<td>20.59</td>
<td>20.64</td>
<td>26 21</td>
</tr>
<tr>
<td>m4</td>
<td>-</td>
<td>-</td>
<td>4.69</td>
<td>0 6</td>
</tr>
<tr>
<td>mc</td>
<td>3.23</td>
<td>3.38</td>
<td>3.45</td>
<td>6 4</td>
</tr>
<tr>
<td>m8</td>
<td>6.20</td>
<td>6.20</td>
<td>6.20</td>
<td>41 7</td>
</tr>
<tr>
<td>cb30</td>
<td>46.43</td>
<td>65.00</td>
<td>114.00</td>
<td>0 114</td>
</tr>
<tr>
<td>cb61</td>
<td>150.33</td>
<td>220.00</td>
<td>717.00</td>
<td>8 717</td>
</tr>
<tr>
<td>wc30</td>
<td>38.85</td>
<td>53.54</td>
<td>126.10</td>
<td>1 136</td>
</tr>
<tr>
<td>wc61</td>
<td>114.31</td>
<td>165.92</td>
<td>826.08</td>
<td>18 867</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Graph</th>
<th>1-1-MC Bound Time</th>
<th>VarMC Bound Time</th>
<th>MVarMC Bound Time</th>
<th>Opt Bound Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE6</td>
<td>12.58</td>
<td>13.37</td>
<td>15.15</td>
<td>7 18</td>
</tr>
<tr>
<td>DB6</td>
<td>23.79</td>
<td>25.44</td>
<td>27.17</td>
<td>10 32</td>
</tr>
<tr>
<td>Star 50</td>
<td>19.10</td>
<td>37.00</td>
<td>37.00</td>
<td>1 37</td>
</tr>
<tr>
<td>Grid 5x10</td>
<td>7.49</td>
<td>7.49</td>
<td>13.95</td>
<td>8 16</td>
</tr>
<tr>
<td>ex36a</td>
<td>138.86</td>
<td>156.25</td>
<td>159.00</td>
<td>13 (186)</td>
</tr>
<tr>
<td>ex36d</td>
<td>1916.23</td>
<td>2078.38</td>
<td>2098.00</td>
<td>24 (2192)</td>
</tr>
<tr>
<td>Rand 0.1</td>
<td>22.88</td>
<td>45.00</td>
<td>58.51</td>
<td>22 (69)</td>
</tr>
<tr>
<td>Rand 0.05</td>
<td>-</td>
<td>-</td>
<td>16.56</td>
<td>13 18</td>
</tr>
<tr>
<td>RandPlan</td>
<td>32.05</td>
<td>40.20</td>
<td>53.19</td>
<td>1:09 60</td>
</tr>
<tr>
<td>m4</td>
<td>-</td>
<td>-</td>
<td>11.45</td>
<td>1 12</td>
</tr>
<tr>
<td>mc</td>
<td>5.53</td>
<td>7.59</td>
<td>13.25</td>
<td>17 14</td>
</tr>
<tr>
<td>m8</td>
<td>10.50</td>
<td>10.50</td>
<td>20.70</td>
<td>2:36 22</td>
</tr>
<tr>
<td>cb30</td>
<td>78.00</td>
<td>143.00</td>
<td>430.20</td>
<td>0 436</td>
</tr>
<tr>
<td>cb61</td>
<td>255.20</td>
<td>495.00</td>
<td>4487.88</td>
<td>13 4565</td>
</tr>
</tbody>
</table>
\( g(\tilde{v}) = g(v) + g(w) \). The new edge weights are generated accordingly: \( \forall u \in V \setminus \{v, w\} : f(\{u, \tilde{v}\}) = f(\{u, v\}) + f(\{u, w\}) \). It is obvious that this new graph has the same CutSize as the original graph with the restriction that \( v \) and \( w \) have to be in the same partition.

A split of two vertices \( v, w \in V \) is performed by removing the commodity with source \( v \) and destination \( w \) from the general computation of the CutFlow. Instead, this particular flow can be counted into the CutFlow completely. In fact in case of the MVarMC instance the split means only a reinterpretation of \( s_v \), while in case of the VarMC and 1-1-MC instance an additional variable \( s(v, w) \) is included into the linear program. Altogether we manage a set \( S \subset V^2 \) of split pairs in the branch & bound algorithm.

**Branching Strategy.** A crucial point for a good branch & bound algorithm is the branching strategy: In our application this means the decision, which pair of vertices should be used for the join and split in a given situation. Our branching strategy bases on a simple upper bound of the lower bound of the 1-1-MC instance: By assuming that all flows use only shortest paths and all edges have the same congestion we get a simple upper bound on the lower bound of the 1-1-MC instance. For the branching selection we use a pair of vertices such that the above upper bound is maximized in case of a join of this two vertices. Furthermore, in order to take the split case into consideration, we prefer pairs of vertices with a small distance. This two criteria have to be combined and experiments have shown that a weight of 20 percentage for the upper bound on the lower bound and 80 percentage on the shortest distance gives a quit good branching strategy.

**Forcing Moves.** Following the subproblems in the search tree, there are some situations where pairs of vertices can be forced to be split or joined. Firstly, if \( \exists v \in V : g(v) = M \) this vertex \( v \) can be split from all other vertices. Secondly, if \( \exists v, w \in V, \{v, w\} \notin S : N + g(v) - g(w) - \sum_{u \in V, \{v, u\} \in S} g(u) < N - (p - 1)M \) then we can join the vertices \( v \) and \( w \), since otherwise vertex \( v \) has no possibility to become part of a correct partition. Thirdly, we look at the graph \( G_S := (V, S) \): If \( G_S \) has two clique subgraphs with \( p \) vertices which match in exactly \( p - 1 \) vertices, then the two remaining vertices can be joined. Finally, the last possibility for forcing a join bases on a given solution of a Multicommodity Flow instance:

**Lemma 2.** Given a Graph Partitioning problem with graph \( G \) and edge weights \( f \) and a Multicommodity Flow problem with graph \( G \), congestions \( c : E \to \mathbb{R} \), maximal congestion \( C \) and CutFlow \( CF \). An improving solution for the Graph Partitioning problem with CutSize at most \( L \) is searched. Then the vertices \( v, w \) with \( \{v, w\} = e \in E \) can be joined if

\[
\frac{CF + (C - c(e)) \cdot f(e)}{C} > L.
\]

This possibility for forcing a join is extremely helpful if the bounds are close to a given feasible solution and the graph is somehow irregular such that there are edges which are not loaded with the maximal congestion.
Experiments. As there are a lot of good heuristics for the Graph Partitioning problem, it is easy to get a good feasible solution at the beginning of the branch & bound procedure. We use the Party library \cite{13} for this purpose. As in most cases the solution from the heuristic is optimal, we do not matter about any best first search but use simple depth first search. Again, CPLEX is used for the computation of the bounds. The barrier algorithm stops if the primary solution is good enough to bound the actual subproblem or if the dual solution shows that we cannot bound the actual subproblem.

In Table 2 a comparison of our branch & bound algorithm with the results from Karisch et al. \cite{8}, for our knowledge the best actual code, are presented. The results in \cite{8} are performed on a HP 9000/735 system. The “#B” column gives the number of search nodes in the branch&bound tree, the time is given in hh:mm:ss. For the problems with the DeBruijn graphs we have utilized two specific properties: Firstly, every bisection of the DeBruijn graph has an even CutSize; Karisch has used this fact, also. Secondly, symmetrical parts of the search tree, which result from four automorphisms of the DeBruijn graph, are cut of; this decreases the search tree of the DB8 by a factor of about two. Finally, we want to remark that the bisection problem of the DeBruijn graph of dimension 8 is solved by the presented approach for the first time at all.

<table>
<thead>
<tr>
<th>Graph</th>
<th>1-1-MC</th>
<th>VarMC</th>
<th>MVarMC</th>
<th>Karisch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>#B</td>
<td>Time</td>
<td>#B</td>
</tr>
<tr>
<td>m4</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>mc</td>
<td>2:41</td>
<td>56</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>m1</td>
<td>-</td>
<td>-</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>m8</td>
<td>27</td>
<td>15</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td>cb30</td>
<td>3</td>
<td>23</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>cb47_99</td>
<td>1:49</td>
<td>238</td>
<td>2:34</td>
<td>237</td>
</tr>
<tr>
<td>cb47_101</td>
<td>22</td>
<td>53</td>
<td>22</td>
<td>40</td>
</tr>
<tr>
<td>cb61</td>
<td>2:19</td>
<td>78</td>
<td>3:38</td>
<td>72</td>
</tr>
<tr>
<td>DB7</td>
<td>28:10</td>
<td>44</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>DB8</td>
<td>&gt;50:00:00</td>
<td>&gt;1000</td>
<td>6:54:35</td>
<td>33</td>
</tr>
<tr>
<td>ex36a</td>
<td>3:33:07</td>
<td>10058</td>
<td>22:19</td>
<td>197</td>
</tr>
<tr>
<td>ex36d</td>
<td>39:53:38</td>
<td>67571</td>
<td>45:44</td>
<td>101</td>
</tr>
</tbody>
</table>

Conclusions from the Experiments

– The MVarMC instance is the best one for the branch & bound algorithm from the three Multicommodity Flow instances.

– Concerning the tested real world applications our approach delivers equally results compared with the results from Karisch. For the DeBruijn graphs our approach is in orders of magnitude better than Karischs approach. This is the other way around for the randomly generated dense “ex” problems.
So we conclude that our approach is quite good for more “sparse” and “regular” graphs while it is less good for “dense” graphs. In most applications of the Graph Partitioning problem, e.g. circuit layout or load balancing, the graphs are relatively “sparse” and “regular”, in fact. So our approach is well suited for these applications.

5 Theoretical Analyses

Here we give some theoretical observations on the presented new bounds. Due to the given space constraints we only show some ideas.

First, we look at upper bounds on the presented lower bounds. Assuming a graph $G = (V, E)$ has an infeasible cut $V = V_1 \cup V_2$. Then we can conclude that the 1-1-MC bound has an upper bound of $\frac{N^2}{4N_1N_2} \text{CutSize}(V_1, V_2)$ since a specific number of commodities has to cross the given cut. From the existence of a given infeasible cut we can also conclude an upper bound on the VarMC bound of $\frac{N}{2 \min\{N_1, N_2\}} \text{CutSize}(V_1, V_2)$. In contrast to this we cannot conclude any upper bound for the MVarMC bound since no flow at all is forced to cross the specific cut. So you can see that the three different Multicommodity Flow instances can react differently onto the given restriction and it gets clear that the more flexible the instance is, the potentially better is the bound.

Second, we show that the new bounds can also be used to improve lower bounds on the Graph Partitioning problem with classes of graphs, e.g. the bisection problem with the butterfly graph. The butterfly graph (without wraparound edges) of dimension $d$ has a simple cut with $\text{CutSize} = 2^d$. In [2] it has been shown that the bisection width is $2(\sqrt{2} - 1)2^d + o(2^d) \approx 0.83 \cdot 2^d$. The known 1-1-MC bound delivers a lower bound of $(\frac{1}{2} + o(1))2^d$. Now using the possibility of the VarMC instance that not all vertices have to send something, we can improve this lower bound. I.e. only the $2^d$ vertices of the first level of vertices and the $2^d$ vertices of the last level send commodities of size one to all other vertices. This schema gives a lower bound of $(\frac{2}{3} + o(1))2^d$.

The butterfly graph is an example of a quite regular graph where the VarMC instance gives a better lower bound on the bisection problem with equally sized partitions than the known 1-1-MC. Furthermore, it is remarkable that the above analysis can be adapted to the Beneš graph, a kind of back-to-back butterfly. The Beneš graph has a similar simple bisection with $\text{CutSize} = 2^{d+1}$. To our knowledge the asymptotically exact bisection width is unknown. Using the 1-1-MC we get a lower bound of $\frac{1}{2}2^{d+1}$ while the VarMC instance where only the two most outside levels of vertices and the most inside level of vertices send commodities delivers a lower bound of $\frac{2}{3}2^{d+1}$.

6 Conclusion and Further Work

We have introduced a generalized lower bound on the Graph Partitioning problem. The bound bases on Multicommodity Flow instances with arbitrary sizes of commodities for every pair of source and destination. To get correct lower bounds from a flow instance the guaranteed $\text{CutFlow}$ is used. By inserting the sizes of the commodities as variables into the linear program, we get the best selection of these sizes for the given graph automatically. We have compared three different types of Multicommodity Flow instances
with a different degree of freedom for the sizes of the commodities. Experiments show
the superiority of the instance with the biggest degree of freedom.

Basing on these bounds a branch & bound algorithm has been presented which
computes exact solutions for the Graph Partitioning problem. The comparison with
other approaches shows that for a lot of graphs the presented approach delivers very
good results. For example the DeBruijn graph of dimension eight has been solved exactly
for the first time. On the other hand there are graphs, for example the quite dense and
random instances introduced by Karisch, where former approaches are better suited for.
Finally, it has been shown that the generalized bounds can also be used for theoretical
analyses of graphs and can deliver new lower bounds. So altogether the new branch &
bound algorithm is of importance for applications, since the algorithm can solve
problems, which are unsolved until now. And furthermore, the generalized bounds offer
new instruments for theoretical analyses.

For a further speed-up of the branch & bound algorithm three improvements look promising: Firstly, we could use the resulting primal and dual solution of a node of the
search tree as starting point for the interior point algorithm of the next nodes in the
search tree. Secondly, the branch & bound algorithm could be parallelized. Thirdly, we
could use specialized algorithms for the Multicommodity Flow problem instead of using
the general tool of an interior point algorithm. But our usage of Multicommodity Flow
problems does not correspond to known ones since the sizes of the commodities have to
be selected. So existing algorithms must be adapted. Apart of this it is also interesting
to use the VarMC and MVarMC instance for theoretical analyses of lower bounds on
graphs. For the graph bisection problem the VarMC instance is promising using with
quite “regular” graph which are not vertex symmetric. For a partition into more than two
partitions the MVarMC approach is promising, even for vertex symmetric graphs.
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Abstract. This paper develops three polynomial-time techniques for pricing European Asian options with provably small errors, where the stock prices follow binomial trees or trees of higher-degree. The first technique is the first known Monte Carlo algorithm with analytical error bounds suitable for pricing single-stock options with meaningful confidence and speed. The second technique is a general recursive bucketing-based scheme that enables robust trade-offs between accuracy and run-time. The third technique combines the Fast Fourier Transform with bucketing-based schemes for pricing basket options. This technique is extremely fast, polynomial in the number of days and stocks, and does not add any errors to those already incurred in the companion bucketing scheme.

1 Introduction

A call (respectively, put) option is a contract assigning its holder the right, but not the obligation, to buy (respectively, sell) a security at some future time for a specified strike price $X$. If the holder exercises her right, the other party in the contract, the writer, is obligated to assume the opposite side of the transaction. In exchange for this right, the holder pays the writer an option price $P$. The security in this contract can be any financial asset; for the purpose of this paper, we restrict it to a single stock or a portfolio of stocks. An option in the latter case is commonly called a basket option; for clarity, we call an option in the former case a single-stock option.

Options are popular financial instruments for a variety of trading strategies. For example, options can be used to hedge risk. As protection from a potential price fall in a stock price, one can purchase a put on the stock, thereby locking in
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a minimum sell price. On the other hand, options can provide additional income for stockholders who write calls on their holdings; of course, this strategy carries the risk of being forced to sell the stock should the calls be exercised.

An option is valid until its expiry date. For a European option, the holder may exercise it only on the expiry date. For an American option, the holder may exercise it on any date up to and including the expiry date. The payoff of an option is the amount of money its holder makes on the contract. A European call is worth exercising if and only if $S \geq X$, where $S$ is the stock price on the expiry date. The payoff of the call is $(S - X)^+ = \max(S - X, 0)$. For an American call, $S$ is set to the stock price at the exercise time. An Asian option comes in European and American flavors, depending on when it may be exercised. For an European Asian call, if $A$ is the average stock price over the entire life of the contract up to the expiry date, the payoff is $(A - X)^+$. For an American Asian call, $A$ is set to the average stock price up to the exercise date. The payoffs of puts can be symmetrically defined.

The fair price $P$ of an option is the discounted expected value of the payoff with appropriate martingale measure. Because of the popularity of options, pricing techniques for computing $P$ have been extensively researched. Please see the references in [4,3] for details on prior work. Generally, it is more difficult to price a basket option than a single-stock option. To compute $P$, the price movement of each individual stock needs to be modeled. Typically, it is modeled as Brownian motion with drift. Using a stochastic differential equation, $P$ can then be computed via a closed-form solution to the equation. When a closed-form solution is not known, various approaches are used to find an approximate solution. One class of approaches involves approximating the solution using numerical methods. Other approaches approximate the Brownian motion model with a discrete model, and use this model to approximate $P$. One such discrete model is the binomial tree model, due to Cox, Ross, and Rubinstein [7]; see Section 2 for the definition of the model.

This paper develops three polynomial-time pricing techniques with provably small errors. The remaining discussion makes the following assumptions: (1) The option in question is an European Asian single-stock or basket call. (2) Our task is to price the call at the start of its contract life. (3) The price of each underlying stock follows the binomial tree model. (4) In the case of a basket call, the price of each underlying stock moves independently. Our results generalize easily for puts, for a later time point than the start of the contract life, and for trees with higher degrees than two. The cases of American options and of correlated stocks remain open.

Monte Carlo simulation has been commonly used in the financial community. Despite this popularity, most reported results on error bounds are experimental or heuristic [11]. Our first technique is the first known Monte Carlo algorithm that has analytical error bounds suitable for pricing a European Asian call with meaningful confidence and speed. As shown by Theorem 2, the number of simulations required is polynomial in (P1) the logarithm of the inverse of the error probability and (P2) the inverse of the price error relative to the strike price.
but is exponential in (E1) the square root of the number of underlying stocks and (E2) the volatility of these stocks over the call’s life. In particular, the algorithm is reasonably fast and accurate for a single-stock European Asian call with reasonable volatility.

Monte Carlo simulation is a randomized technique, and thus there is always a nonzero probability that the price obtained by polynomial-time Monte Carlo simulation is not accurate enough. The aggregation algorithm of Aingworth, Motwani, and Oldham (AMO) \cite{AMO} is the first polynomial-time algorithm for pricing single-stock European Asian calls and other path-dependent options with guaranteed worst-case price errors. The AMO algorithm is based on a simple yet powerful idea called bucketing \cite{bucketing}. Our second technique is a general recursive bucketing-based scheme that can use the AMO algorithm, Monte-Carlo simulation, and possibly others as the base-case subroutine. This scheme enables robust trade-offs between accuracy and time over subtrees of different sizes. For long-term options or high-frequency price averaging, it can price single-stock European Asian calls with smaller error bounds in less time than the base-case algorithms themselves. In particular, as implied by Theorem \ref{theo:recursive_scheme}, given the same runtime, this recursive scheme prices more accurately than the AMO algorithm; similarly, given the same accuracy, the scheme runs faster than the AMO algorithm.

This recursive scheme works for calls written on a single stock. Our third technique combines Fast Fourier Transform (FFT) and bucketing-based schemes to price basket calls and is applicable to European Asian calls as well as others. As shown in Theorem \ref{theo:fft}, this technique is extremely fast, polynomial in the number of days and the number of stocks, and does not add any errors to those already incurred in the companion bucketing schemes.

The remainder of this paper is organized as follows. Section \ref{sec:binomial_tree_model} reviews the binomial tree model and basic definitions. Section \ref{sec:new_monte_carlo_algorithm} describes the new Monte Carlo algorithm. Section \ref{sec:recursive_scheme} details the recursive scheme. Section \ref{sec:fft} gives the FFT-based technique for pricing basket calls.

\section{The Binomial Tree Model}

A binomial tree $T$ is a recombinant binary tree. If $n$ is the depth of $T$, $T$ has $t+1$ nodes at depth $t$, for $0 \leq t \leq n$. For $0 \leq i \leq t$, let $T[t,i]$ (or simply $[t,i]$ if $T$ is obvious from context) be the $i$-th node at level $t$ of $T$. For $t > 0$, $T[t,0]$ and $T[t,t]$ have one parent each, $T[t−1,0]$ and $T[t−1,t−1]$ respectively. For $0 < i < t$, $T[t,i]$ has two parents, $T[t−1,i−1]$ and $T[t−1,i]$. The number of nodes in $T$ is $\frac{(n+1)(n+2)}{2}$.

Given a stock in the binomial tree model, the stock price is assumed to follow a geometric random walk through $T$. Time is divided into $n$ equal periods, with the root $T[0,0]$ corresponding to time $t=0$, when the option is priced, and the leaves $T[n,\cdot]$ corresponding to time $t=n$, the expiry date of the option. Let $s(T[t,i])$ (or simply $s(t,i)$) be the stock price at node $T[t,i]$. At each time step, the stock price $s(t,i)$ rises to $s(t+1,i+1) = u \cdot s(t,i)$—an uptick—with
probability $p$ or falls to $s(t + 1, i) = d \cdot s(t, i)$—a downtick—with probability $q = 1 - p$. Letting $r$ denote the risk-free interest rate, the parameters $u$ and $d$ satisfy $0 < d \leq 1 + r \leq u$ and are typically taken to be $u = \frac{1 + r}{d} = e^{\sigma/\sqrt{t}}$, where $\sigma$ is the $n$-period volatility, or standard deviation, of the stock price [10]. Although the probability $p$ of an uptick is not known in general, for the purposes of pricing options, we can use the risk-neutral probability model [10], which states that $p = \frac{(1+r)-d}{u-d}$, where $r$ is the risk-free interest rate for one period. This makes the expected return on the stock over one period, $pu + (1 - p)d$, equal to the risk-free return, $1 + r$.

Let $\Omega$ be the sample space of paths $\omega = (\omega_1, \ldots, \omega_n)$ down $T$, where each $\omega_t \in \{−1, 1\}$, with $−1$ corresponding to a downtick and 1 corresponding to an uptick. Given $\omega \in \Omega$ and $0 \leq t \leq n$, let $\mathcal{T}[t, \omega]$ be the unique node at level $t$ that $\omega$ passes through. Similar to the notation introduced above, we let $s(\mathcal{T}[t, \omega]) = s(t, \omega)$ be the price at node $\mathcal{T}[t, \omega]$.

We define the random variables $Y_1, \ldots, Y_n$ on $\Omega$ by $Y_t(\omega) = \omega_t$, the $t$-th component of $\omega$. We define the probability measure $\Pi$ on $\Omega$ to be the unique measure for which the random variables $Y_1, \ldots, Y_n$ are independent, identically distributed (i.i.d.) with $P(Y_t = 1) = p$ and $P(Y_t = -1) = q$. We start with an initial fixed stock price $S_0 = s(\mathcal{T}[0, 0])$. For $1 \leq t \leq n$, the stock price $S_t$ is a random variable defined by $S_t = S_0u^{\sum_{i=1}^{t} Y_i}$. From the structure of the binomial tree, we have $\text{Pr}(S_t = s(t, i)) = \binom{t}{i}p^{i}(1 - p)^{t-i}$, where $0 \leq i \leq t$. The running total of the stock prices is defined by $T_t = \sum_{i=0}^{t} S_i$ and the running average is $A_t = T_t/(t + 1)$. For $\omega \in \Omega$, we let $S_t(\omega) = S_0u^{\sum_{i=1}^{t} Y_i(\omega)}$, $T_t(\omega) = \sum_{i=0}^{t} S_i(\omega)$, and $A_t(\omega) = T_t(\omega)/(t + 1)$.

Recall that $X$ is the strike price of a European Asian call. Using the above notation, the price of this call is $\mathbb{E}( (A_n - X)^+ ) = \frac{1}{n+1} \mathbb{E}((T_n - (n+1)X)^+) = \frac{1}{n+1} \mathbb{E}(\max(T_n - (n+1)X, 0))$. For large $n$, it is not known if this quantity can be computed exactly because the stock price can follow exponentially many paths down the tree. Below, we show how to estimate $\mathbb{E}( (T_n - (n+1)X)^+ )$, from which the price of the option can be easily computed.

3 A New Monte Carlo Algorithm

Monte Carlo simulation methods for asset pricing were introduced to finance by Boyle [2]. They are very popular in pricing complex instruments, particularly path-dependent European-style options. These methods involve randomly sampling paths $\omega \in \Omega$ according to the distribution $\Pi$ and computing the payoff $(A_n(\omega) - X)^+$ on each sample. Suppose $N$ samples $\omega^1, \ldots, \omega^N$ are taken from $\Omega$. The price estimate of the call is $\mu = \frac{1}{N} \sum_{i=1}^{N} (A_n(\omega^i) - X)^+$. The accuracy of this estimate depends on the number of simulations $N$ and the variance $\tau^2$ of the payoff: the error bound typically guaranteed by Monte Carlo methods is $O(\tau/\sqrt{N})$. Generally $\tau^2$ is not known, and itself must be estimated to determine the error bound of $\mu$.

A number of techniques are used to reduce the error of $\mu$. For example, [3] uses the control variate technique, which ties the price of the option to the price
of another instrument (the control variate) for which an analytically tractable solution is known. The simulation then estimates the difference between the option price and the control variate, which can be determined with greater accuracy than the option price itself. The antithetic variate method follows not only randomly sampled paths \( \omega \) down the binomial tree, but also the “mirror images” of each \( \omega \). None of these techniques have known analytical error bounds for \( \mu \).

Below we use concentration of measure results in conjunction with Monte Carlo simulation to estimate the price of a European Asian call and derive analytical error bounds for this estimate. The error bounds are in terms of the strike price \( X \) of the option and the maximum volatility \( \sigma_{\text{max}} \) of the underlying stocks.

### 3.1 Analytical Error Bounds for the Single-Stock Case

Let \( C = e^{\frac{T}{n} \left( \ln T_n \right)} \). In this section, we show that if \( (n+1)X/C \) is “small”, \( \mathbb{E}\left( (T_n - (n+1)X)^+ \right) \) is close to \( \mathbb{E}(T_n - (n+1)X) = \mathbb{E}(n+1)X \) (Theorem 1(1)). The option is \textit{deep-in-the-money} and will probably be exercised. Since a closed-form formula exists for \( \mathbb{E}(n+1)X \), then \( \mathbb{E}(T_n - (n+1)X)^+ \) can be computed exactly, and our algorithm uses it as our estimate for \( \mathbb{E}(T_n - (n+1)X)^+ \). On the other hand, if \( (n+1)X/C \) is not small, the variance of \( (T_n - (n+1)X)^+ \) can be bounded from above (Theorem 1(2)) and our algorithm estimates its expectation with bounded error using Monte Carlo simulation.

We first give some theoretical results, then show how these results can be used in our Monte Carlo algorithm, BOUNDEDMC. We begin by finding bounds \( A \) and \( B \) such that \( T_n \in [A, B] \) with high probability.

**Lemma 1.** Let \( C = e^{\frac{T}{n} \left( \ln T_n \right)} \). For any \( \lambda > 0 \), we have \( \Pr\left( T_n \leq Ce^{-\sigma \lambda} \right) \) or \( T_n \geq Ce^{\sigma \lambda} \) \( \leq 2e^{-\lambda^2/2} \), where \( \sigma \) is the volatility of the stock.

**Proof.** This follows from Azuma’s Inequality.

Now, fix \( \varepsilon > 0 \) and choose \( \lambda_0 = \sqrt{\frac{2\ln 2}{\varepsilon}} \). Then, by Lemma 1, \( \Pr\left( T_n \leq Ce^{-\sigma \lambda} \right) \leq \varepsilon \). Theorem 1(1) says that if \( (n+1)X < Ce^{-\sigma \lambda_0} \), then \( \mathbb{E}(T_n - (n+1)X)^+ \) is close to \( \mathbb{E}(T_n - (n+1)X) \). Otherwise, Theorem 1(2) says that \( \mathbb{E}(T_n - (n+1)X)^+ \) is bounded.

**Theorem 1.** Let \( C = e^{\frac{T}{n} \left( \ln T_n \right)} \). (1) If \( (n+1)X < Ce^{-\sigma \lambda_0} \), then \( \mathbb{E}(T_n - (n+1)X)^+ - \mathbb{E}(T_n - (n+1)X) \leq \varepsilon(n+1)X \). (2) If \( (n+1)X \geq Ce^{-\sigma \lambda_0} \), then \( \mathbb{E}(T_n - (n+1)X)^+ \leq (n+1)^2 X^2 e^{4\sigma \lambda_0} \frac{1+2\sigma \varepsilon}{\lambda_0 - 2\sigma} \).

**Proof.** Statement 1. Let \( \phi(t) \) denote the probability density function of \( T_n \). First that \( \mathbb{E}(T_n - (n+1)X)^+ = \int_{0}^{\infty} (t - (n+1)X)^+ \phi(t)dt = \int_{0}^{\infty} (t - (n+1)X)\phi(t)dt = \mathbb{E}(T_n - (n+1)X)^+ - \mathbb{E}(T_n - (n+1)X) = \int_{0}^{n+1} (t - (n+1)X)\phi(t)dt \). Then \( \mathbb{E}(T_n - (n+1)X)^+ - \mathbb{E}(T_n - (n+1)X) \leq \int_{0}^{n+1} (t - (n+1)X)\phi(t)dt \leq (n+1)X \int_{0}^{n+1} \phi(t)dt = (n+1)X \Pr\left( T_n \leq (n+1)X \right) \leq (n+1)X \Pr\left( T_n \leq (n+1)X \right) \leq \varepsilon(n+1)X \).
The following statements hold. The assumption that $(n+1)X < Ce^{-\sigma \lambda_0}$ and the last inequality follows from Lemma [1] and our choice of $\lambda_0$.

Statement 2. We arrive at the result by applying several inequalities derived from the theory of “integration-by-parts” to $\text{Var}((T_n - (n+1)X)^+)$ and using the assumption that $(n+1)X \geq Ce^{-\sigma \lambda_0}$. A detailed proof is presented in the full paper.

3.2 The BoundedMC Algorithm

We next use these results in our algorithm. One approach would be to estimate $C = e^{\ln T_n}$ to determine whether we should apply Theorem [1] or [2]. Our algorithm takes a more direct approach. We begin by selecting $N$ samples $\omega^1, \ldots, \omega^N \in \Omega$ and computing $T_n(\omega^1), \ldots, T_n(\omega^N)$. For $1 \leq i \leq N$, define the random variable $Z_i$ as $Z_i = 1$ if $T_n(\omega^i) \leq (n+1)X$, and $Z_i = 0$ otherwise. Let $Z = \sum_{i=1}^{N} Z_i$.

**Theorem 2.** Let $0 < \delta < 1$ be given. With $N = \Theta((\log \frac{1}{\delta} + \frac{1}{\epsilon^2} e^{4\sigma \lambda_0} \frac{1+2\sigma \epsilon}{\lambda_0 - 2\sigma})$ trials, the following statements hold.

1. If $\frac{Z}{N} \leq 2\epsilon$, then, with probability $1 - \delta$, $\mathbb{E}(T_n - (n+1)X)$ estimates $\mathbb{E}((T_n - (n+1)X)^+)$ with error at most $4\epsilon(n+1)X$. Correspondingly, the price of the call is estimated with error at most $4\epsilon X$.
2. If $\frac{Z}{N} > 2\epsilon$, then, with probability $1 - \delta$, $\frac{1}{N} \sum_{i=1}^{N} (T_n(\omega^i) - (n+1)X)^+ \mathbb{E}((T_n - (n+1)X)^+)$ with standard deviation at most $\epsilon(n+1)X$. Correspondingly, the price of the call is estimated with standard deviation at most $\epsilon X$.

**Proof.** Statement 1 follows from the proof of Theorem [1] and the Chernoff Bound. For Statement 2, we can use the Chernoff Bound and our choice of $\lambda_0$ to show that $(n+1)X \geq Ce^{-\sigma \lambda_0}$. We then arrive at our result by applying Theorem [2]. A detailed proof is presented in the full paper.

**Algorithm 1 BoundedMC($\delta$, $\epsilon$)**

- generate $N = \Theta((\log \frac{1}{\delta} + \frac{1}{\epsilon^2} e^{4\sigma \lambda_0} \frac{1+2\sigma \epsilon}{\lambda_0 - 2\sigma})$ paths, $\omega^1, \ldots, \omega^N$;
- let $Z$ be the number of paths $\omega^i$ such that $T_n(\omega^i) \leq (n+1)X$;
- if $Z/N \leq 2\epsilon$ return $\frac{1}{n+1} \mathbb{E}(T_n - (n+1)X) = \frac{1}{n+1} (\mathbb{E}(T_n) - (n+1)X)$;
- else return $\frac{1}{N} \sum_{i=1}^{N} (A_n(\omega^i) - X)^+.$

3.3 Pricing Basket Options Using BoundedMC

The results derived above are applicable for European Asian basket calls as well. If there are $m$ stocks in the basket, each of which has volatility at most $\sigma_{\text{max}}$, we need to take $\Theta((\log \frac{1}{\delta} + \frac{1}{\epsilon^2} e^{4\sigma_{\text{max}} \lambda_0} \frac{1+2\sigma \epsilon}{\lambda_0 - 2\sigma_{\text{max}} \sqrt{m}} \frac{1+2\sigma \epsilon}{\lambda_0 - 2\sigma_{\text{max}} \sqrt{m}})$ sample paths. With probability $1 - \delta$, our algorithm will estimate the European Asian basket call with error at most $4\epsilon X$. 

$Ce^{-\sigma \lambda_0}) \leq \epsilon(n+1)X$, where the second-last inequality follows from the assumption that $(n+1)X \geq Ce^{-\sigma \lambda_0}$ and the last inequality follows from Lemma [1] and our choice of $\lambda_0$. 

Statement 2. We arrive at the result by applying several inequalities derived from the theory of “integration-by-parts” to $\text{Var}((T_n - (n+1)X)^+)$ and using the assumption that $(n+1)X \geq Ce^{-\sigma \lambda_0}$. A detailed proof is presented in the full paper.
4 A Recursive Bucketing-Based Scheme

The AMO algorithm takes $O(kn^2)$ time to produce a price estimate in the range $[P - \frac{2nX}{k}, P]$, where $P$ is the exact price of the call and $k$ is any natural number. As in Section 3 this algorithm estimates $E((T_n - (n+1)X)^+)$, from which the price of the call, $E((A_n - X)^+)$, can be easily estimated. Our recursive scheme is a generalization of a variant of the AMO algorithm. Below we first describe this variant, called Bucketed Tree Traversal (BTT) and then detail our scheme, called Recursive Bucketed Tree Traversal (RecBTT).

Given binomial tree $T$ of depth $n$, and numbers $t$, $i$, $m$ such that $0 \leq t \leq n$, $0 \leq i \leq t$, and $m \leq n - t$, let $T_{m}^{t,i}$ be the subtree of depth $m$ rooted at node $T[t,i]$. Given $0 \leq t \leq n$, let $\omega_{t}$ be the prefix of $\omega$ up to level $t$ of $T$. Note that $\omega_{n} = \omega$. Given $\psi, \omega \in \Omega$, we say that $\psi$ is an extension of $\omega_{m}$ if, for $0 \leq t \leq m$, we have $\psi_{t} = \omega_{t}$. Given another binomial tree $U$ of depth $n$ we say that $\psi \in \Omega(U)$ is isomorphic to $\omega \in \Omega(T)$, if, for all $0 \leq t \leq n$, $\psi_{t} = \omega_{t}$.

Like the AMO algorithm, BTT is based on the following simple observation. Suppose that the running total $T_{m}(\omega) = T_{m}(\omega_{m})$ of the stock prices on path $\omega \in \Omega$ exceeds the barrier $B = (n+1)X$. Then, for any extension $\psi$ of $\omega_{m}$, $T_{n}(\psi)$ also exceeds $B$ and the call will be exercised. If we know the call will be exercised on all extensions of $\omega_{m}$, it is easy to compute the payoff of the call on these extensions.

As we travel down a path $\omega$, once the running total $T_{m}(\omega)$ exceeds $B$, we can just keep track of the running total on extensions $\psi$ of $\omega_{m}$ weighted by $\Pi(\psi)$, from which the value of the option can be computed. Hence, we only need to individually keep track of path prefixes $\omega_{m}$ that have running totals $T_{m}(\omega_{m})$ less than $B$.

Unfortunately, there may be exponentially many such $\omega_{m}$. However, the running totals $T_{m}(\omega_{m})$ are in the bounded range $[0, B)$. Rather than trying to keep track of each running total individually, we instead group the running totals terminating at each node into buckets that subdivide this interval. This introduces some round-off error. Suppose we use $k$ buckets to divide $[0, B)$ into equal-length subintervals and we use the left endpoint of each interval as the representative value of the running totals contained in that bucket. At each step down the tree, when we put a running total into a bucket, an error of at most $\frac{B}{k}$ is introduced. Traveling down $n$ levels of the tree, the total $T_{n}(\omega)$ of a path $\omega$ is underestimated by at most $\frac{nB}{k}$ and the average $A_{n}(\omega)$ is underestimated by at most $\frac{B}{k}$.

BTT is detailed in Algorithm 4. At each node $v = T[t,i]$ of $T$, create $k + 1$ buckets to store partial sums of path prefixes terminating at $v$. There will be $k$ core buckets and one overflow bucket. This overflow bucket is the only difference between BTT and the AMO algorithm. For $0 \leq j < k$, core bucket $b_{j}(v)$ stores the probability mass $b_{j}(v)$.mass of path prefixes that terminate at node $v$ and have running totals in its range $\text{range}(j) = [j\frac{B}{k}, (j + 1)\frac{B}{k})$. The representative value of partial sums in the bucket is denoted by $b_{j}(v)\text{.value} = j\frac{B}{k}$. The overflow bucket $b_{k}(v)$ stores the probability-weighted running total
estimates of path prefixes that have estimated running totals exceeding $B$. This quantity is denoted by $b_k(v).\text{value}$. The probability mass of these path prefixes is denoted by $b_k(v).\text{mass}$. BTT iterates through each of the $k + 1$ buckets of each of the $\frac{(n+1)(n+2)}{2}$ nodes in $T$, for a total runtime of $\mathcal{O}(kn^2)$.

**Algorithm 2** BTT($T$, $k$, $B$)

for each node $v \in T$ and each bucket $b_j(v)$ set $b_j(v).\text{mass} \leftarrow 0$;

take $j$ such that initial price $s(T[0, 0]) \in \text{range}(j)$; $b_j(T[0, 0]).\text{mass} \leftarrow 1$;

for $t = 0, \ldots, (n-1) \%$ iterate through each level

for $i = 0, \ldots, t \%$ iterate through each node at level $t$

let $v = T[t, i]$; \% shorthand notation for node $T[t, i]$

for $w \in \{T[t+1, i], T[t+1, i+1]\}$ \% for each child of node $v$

let $p' \in \{p, q\}$ be the probability of going from node $v$ to $w$;

for $b_j(v) \in \{b_0(v), \ldots, b_k(v)\}$ \% for each bucket at node $v$

let $V \leftarrow b_j(v).\text{value} + s(w)$; let $M \leftarrow b_j(v).\text{mass} \times p'$;

add mass $M$ to bucket corresponding to value $V$;

return $\sum_{i=0}^n b_k(n, i).\text{mass} \times (b_k(n, i).\text{value} - B)$.

\% return option price estimated from overflow buckets at leaves.

We propose RecBTT, a recursive extension of BTT. Consider some level $t$ in our binomial tree $T$ and assume that the weights of all path prefixes terminating at level $t$ have been put into the appropriate buckets. BTT uses these weights to compute the bucket weights of nodes at level $t + 1$. In contrast, RecBTT recursively solves the problem for subtrees $T^{[t, i]}_m$, $0 \leq i \leq t$, of some depth $m < n - t$ rooted at node $T[t, i]$\(^1\) As each recursive call is complete, RecBTT MERGES the bucket weights at the leaves of $T^{[t, i]}_m$ into the corresponding nodes at level $t + m$ of $T$. The advantages of the recursive calls are twofold. (1) They use finer bucket granularity, resulting in improved accuracy. (2) The results of a single recursive call on a particular subtree $T^{[t, i]}_m$ are used to ESTIMATE the results of other recursive calls to other subtrees $T^{[t, j]}_m$, where $j > i$, as long as the node prices in $T^{[t, j]}_m$ are “sufficiently close” to the corresponding node prices in $T^{[t, i]}_m$. This improves the runtime, since we do not need to make all $t + 1$ of the recursive calls, so there are portions of $T$ that we do not directly traverse.

### 4.1 The Merge Procedure

Consider a recursive call on the subtree $T_1 = T^{[t_0, i_0]}_{n_1}$ of depth $n_1$ rooted at node $v_0 = T[t_0, i_0]$. A leaf $v_1 = T_1[n_1, i_1]$ of $T_1$ $(0 \leq i_1 \leq n_1)$ corresponds to the node $v_2 = T[t_0 + n_1, i_0 + i_1]$ of $T$. MERGE incorporates the bucket weights at $v_1$ into the bucket weights at $v_2$. Recall that the recursive call on $T_1$ is made with finer bucket granularity. Assume we use $k_1 = h_1 k_0$ core buckets instead of just

---

\(^1\) This is the expected payoff at maturity. For the price at the start of the contract, we must discount the payoff according to the interest rate and length of the contract.

\(^2\) Actually, the trees on which we recursively solve the problem are not exactly the $T^{[t, i]}_m$. Each is identical to the respective $T^{[t, i]}_m$, except the price at the root is changed from $s(T[t, i])$ to 0. The reason for this is explained in Remark 11.
We first combine each group of \( h_1 \) buckets at \( v_1 \) into a single bucket, so that we are left with \( k_0 \) buckets to merge into \( v_2 \). When we refer to a bucket \( b_{j_1}(v_1) \) below, \( 0 \leq j_1 < k_0 \), we mean one of these \( k_0 \) combined buckets.

The MERGE procedure is described in Algorithm 3. Consider first the core buckets. Let \( 0 \leq j_0, j_1, j_2 < k_0 \) denote core bucket indices. Bucket \( b_{j_0}(v_0) \) contains the mass of path prefixes in \( \mathcal{T} \) terminating at \( v_0 \) whose running total estimates fall into the interval range \( (j_0 - \frac{B}{k_0}, j_0 + 1 - \frac{B}{k_0}) \). Bucket \( b_{j_1}(v_1) \) contains the mass of full paths in \( \mathcal{T}_1 \) terminating at node \( v_1 \) whose running total estimates fall into the interval range \( (j_1, j_1 + \frac{B}{k_0}) \). This is equal to the mass of partial paths in \( \mathcal{T} \) starting at node \( v_0 \) and terminating at node \( v_2 \) whose running total estimates fall into the interval range \( (j_1, j_1 + \frac{B}{k_0}) \). Merging \( \mathcal{T}_1 \) into \( \mathcal{T} \) involves merging each leaf \( v_1 \) of \( \mathcal{T}_1 \) into the corresponding node \( v_2 \) of \( \mathcal{T} \). Once the merging procedure is done, \( b_{j_2}(v_2) \).mass is updated to contain the weight of path prefixes in \( \mathcal{T} \) passing through node \( v_0 \) and terminating at node \( v_2 \) that have running total estimates in the interval range \( (j_2, j_2 + \frac{B}{k_0}) \). The overflow buckets are handled similarly.

**Algorithm 3** MERGE(\( \mathcal{T}, \mathcal{T}_1 = \mathcal{T}^{[t_0, i_0]} \))

let \( v_0 \leftarrow \mathcal{T}[t_0, i_0] \);
for \( i_1 = 0, \ldots, n_1 \) % for each leaf of \( \mathcal{T}_1 \)
  let \( v_1 \leftarrow \mathcal{T}_1[n_1, i_1] \), \( v_2 \leftarrow \mathcal{T}[t_0 + n_1, i_0 + i_1] \);
for \( j_0 = 0, \ldots, k_0 \) % buckets in \( v_0 \)
  for \( j_1 = 0, \ldots, k_0 \) % buckets in \( v_1 \)
    let \( V \leftarrow b_{j_0}(v_0) \).value \( + b_{j_1}(v_1) \).value; let \( M \leftarrow b_{j_0}(v_0) \).mass \( \times b_{j_1}(v_1) \).mass;
    add mass \( M \) to bucket corresponding to value \( V \).

**Remark 1.** Notice that the price at \( v_0 \) is counted twice: once in the path prefix from the root \( \mathcal{T}[0,0] \) to \( v_0 \) and once in the partial path between \( v_0 \) and \( v_2 \). To address this issue, when we recursively solve the problem on the subtree \( \mathcal{T}_1 \), we set the price \( s(\mathcal{T}_1[0,0]) \) at the root to be 0, ensuring that this price is counted once. This modification does not change our algorithms.

**Lemma 2.** For an arbitrary node \( v \), let \( E(v) \) be the maximum amount by which running totals terminating at node \( v \) are underestimated by the bucket values. Using the MERGE algorithm, we have \( E(v_2) \leq E(v_0) + E(v_1) + \frac{B}{k} \).

**Proof.** When the paths of merged trees are concatenated, the errors are summed together. An extra error of one bucket size, \( \frac{B}{k} \), may be introduced since merged buckets cover the range of two buckets, but are put into a single bucket.

**Lemma 3.** MERGE can be made to run in \( O(n_1 k \log k) \) time.

**Proof.** In the implementation of Algorithm 3, MERGE runs in \( O(n_1 k^2) \) time. However, the core buckets can be merged with a faster technique. Core bucket masses at \( v_2 \) are the convolution of core bucket masses at \( v_0 \) and \( v_1 \) with an appropriate offset. This product can be computed in \( O(k \log k) \) time with the Fast Fourier Transform (FFT).
4.2 The Estimate Procedure

Let $T_1 = T_m^{[t_0,i_1]}$ and $T_2 = T_m^{[t_0,i_2]}$ be two subtrees of $T$, where $i_2 > i_1$. We now describe the Estimate($T_2$, $T_1$) procedure, which estimates the weights in the leaf buckets of $T_2$ from the weights in the leaf buckets of $T_1$. This saves us the work of recursively solving the problem on $T_2$.

Estimate is described in Algorithm 4. It uses the following fact. Given any node $v_1 = T_1[t,i]$ in $T_1$, let $v_2 = T_2[t,i]$ be the corresponding node in $T_2$. Notice that there is a constant $\alpha > 1$ such that for all $(v_1,v_2)$ pairs, $s(v_2) = \alpha s(v_1)$. Hence, for any path $\psi \in \Omega(T_2)$, we have $T_m(\psi) = \alpha T_m(\omega)$, where $\omega \in \Omega(T_1)$ is isomorphic to $\psi$.

Algorithm 4 Estimate($T_2 = T_m^{[t_0,i_2]}$, $T_1 = T_m^{[t_0,i_1]}$)

for $i = 0, \ldots, m$ % go through the leaf buckets of $T_1$ and $T_2$
let $v_1 \leftarrow T_1[m,i]$, $v_2 \leftarrow T_2[m,i]$;
for $j_1 = 0, \ldots, k$ % go through each bucket at $v_1$
let $V \leftarrow ab_{j_1}(v_1).value$; let $M \leftarrow b_{j_1}(v_1).mass$;
add mass $M$ to bucket corresponding to value $V$.

Lemma 4. Suppose that $\alpha \leq 2$ and assume that the total path sums in $T_1$ are underestimated by our bucketing scheme by at most $E$. Estimate underestimates the total path sums in $T_2$ by at most $2E + 2B/k$.

Proof. The original error is amplified by $\alpha < 2$ in the estimation, accounting for the first error term. The second error term comes from the fact that the range of each bucket in $T_1$ expands to cover at most 3 buckets in $T_2$, all of whose masses are put into a single bucket.

Lemma 5. Suppose that we would like to determine the leaf bucket weights of the subtrees $T_m^{[t,i]}$, where $0 \leq i \leq t$. We need only call RecBTT at most once for every $\Theta(\sqrt{n})$ subtrees, and use the Estimate procedure to estimate the leaf bucket weights of the other subtrees with bounded error.

Proof. From the structure of the binomial tree, we can Estimate $T_m^{[t,i]}$ from $T_m^{[t,0]}$ for $i$ as large as $\frac{n \ln 2}{2\sigma} = \Theta(\frac{n}{\sigma})$ while keeping the error bounded.

4.3 Error and Runtime Analysis

Using the results of Sections 4.1 and 4.2, we can derive recursive expressions for the error and runtime of RecBTT. Suppose there are $n_0$ trading periods and we use a total of $k_0$ buckets per node. For $i > 0$, let $n_i$ be the number of trading periods and $k_i$ the number of buckets per node we use in the $i$-th subproblem (at the $i$-th level into the recursion). Theorem 3 shows us how to choose $n_i$ and $k_i$ for an error/runtime tradeoff that is stronger than that of the AMO algorithm.

Theorem 3. Given integer $R > 2$, let $\gamma = \frac{1}{R}$, and for $i > 0$, let $n_i = \left(\frac{n_0}{R}\right)^{1/2 - i\gamma}$ and $k_i = 4^i k_0 \left(\frac{n_0}{k_0}\right)^{i\gamma}$, where $\sigma$ is the volatility of the stock. RecBTT underestimates $\mathbb{E}((T_n - (n + 1)X)^+) = \mathbb{E}(B_{n_0}^{1/2 + i\gamma} - 1)$ by at most $\mathcal{O}\left(\frac{B_{n_0}^{1/2 + i\gamma} - 1}{k_0}\right)$ and takes time $\mathcal{O}(2^{1/\gamma} n_0^2 k_0 (\frac{1}{R} + \log \frac{k_0 n_0}{\sigma^2}))$. 

4.4 Customization of the RecBTT Scheme

A key strength of the RecBTT scheme is that the number of recursive calls, the size of each recursive call, and the pricing method by which we solve the base case of the recursion (the final recursive call) can be custom tailored for the application. The base case of the recursion can be solved with any option pricing scheme, including BoundedMC, other variants of the Monte Carlo algorithm, the AMO algorithm, or exhaustive path traversal.

In practice, larger values of \( n \) appear in several applications. Long-term options contracts, LEAPS \[10\], are negotiated for exercise dates several years in advance. Companies also offer stock options to employees over periods of up to five years or more. Finally, in Istanbul options contracts, rather than computing the average based on daily prices, the average is computed over prices taken at higher frequencies. In each of these cases, \( n \) is sufficiently large that several recursive calls are required to reduce the problem to a manageable size.

5 Pricing Basket Options

The bucketed tree structure created by BTT and RecBTT can be used to price various kinds of European basket options as well. Here, we describe how to price European Asian basket options. A basket option \[10\] is composed of \( m \) stocks, \( z_1, \ldots, z_m \). For each stock \( z_i \), we construct a binomial tree (according to the respective stock’s volatility), as described in Section 2. For \( 1 \leq t \leq n \) and \( 1 \leq i \leq m \), let \( S_t^i \) be the random variable denoting the price of stock \( z_i \) on day \( t \) and define \( S_t = \sum_{i=1}^{m} S_t^i \) to be the random variable denoting the total of the stock prices on day \( t \). Recall that the payoff of a European basket call with strike price \( X \) is \( \mathbb{E}((S_n - X)^+) \). Letting \( A_n = \frac{1}{n+1} \sum_{t=0}^{n} S_t \) be the average total stock price, the payoff of a European Asian basket call with strike price \( X \) is \( \mathbb{E}((A_n - X)^+) \). There is additional complexity with pricing basket options that does not appear in their single-stock counterparts: the number of paths that the total basket price can follow is exponential, not only in the number of trading periods \( n \) but also in that of stocks \( m \). Basket options are usually priced using traditional Monte Carlo methods. The scheme we describe here is the first polynomial time, in both the number of stocks and trading periods, pricing scheme for any kind of basket option with provably small error bounds.

We will call our European Asian basket call pricing algorithm BasketBTT. Let \( B = (n+1)X \), where \( X \) is the strike price of the basket option. For each stock \( z_i, 1 \leq i \leq m \), use RecBTT to construct the bucketed binomial tree structure \( T^i \) described in Section 4 this time using \( B \) as the barrier; should the running total of any \( z_i \) exceed \( B \), the basket option will always be exercised, regardless of what the other stocks do. For each stock \( z_i \), we construct \( k + 1 \) superbuckets \( \beta_j^i \), \( 0 \leq j \leq k \), where \( \beta_j^i \) is the combination of buckets \( b_j(v) \) for all leaves \( v \in T^i \). For the core buckets \( \beta_j^i \), \( 0 \leq j < k \), let \( \beta_j^i \).value = \( j \frac{B}{k} \) and \( \beta_j^i \).mass = \( \sum_{\ell=0}^{n} b_j(T^i[n, \ell]) \).mass, where this summation ranges over all leaves \( T^i[n, \ell] \) of \( T^i \). For the overflow bucket \( \beta_k^i \), let \( \beta_k^i \).mass = \( \sum_{\ell=0}^{n} b_k(T^i[n, \ell]) \).mass and \( \beta_k^i \).value = \( \frac{1}{\beta_k^i \text{mass}} \sum_{\ell=0}^{n} b_k(T^i[n, \ell]) \).value \times b_j(T^i[n, \ell]) \).mass.
Handling overflow superbuckets: If the running total of a stock $z_i$ reaches the overflow superbucket $\beta_k^i$, the option will be exercised regardless of what the other stocks do. Given this, we can determine the value of the option exactly, since $\mathbb{E}(T_n - (n+1)X^+) = \mathbb{E}(T_n) - (n+1)X = \beta_k^i \cdot \text{value} + \sum_{i' \neq i} \mathbb{E}(T_n^{i'}) - (n+1)X$, where $T_n^{i'}$ is the random variable denoting the running total of stock $z_{i'}$ up to day $n$.

Handling core superbuckets: Consider now the core superbuckets $\beta_j^i$, $0 \leq j < k$. Let $f_i(x) = \sum_{j=0}^{k-1} \beta_j^i \cdot \text{mass} \cdot x^j$ be the polynomial representation of the core bucket masses of stock $z_i$ and let $f(x) = \prod_{i=1}^{m} f_i(x)$. This product can be computed efficiently, using the Fast Fourier Transform. Notice that $f(x)$ has the form $f(x) = b_0x^0 + b_1x^1 + \cdots + b_{m(k-1)}x^{m(k-1)}$. From the definition of $f(x)$, observe that $b_j$ is just the probability that the sum (over all stocks $z_i$) of running totals $T_n^{i}$ from the core buckets falls in the range $[j \frac{B}{k}, (j+1) \frac{B}{k})$. Hence, the contribution to the option price from the core buckets can be estimated by $\sum_{j=k}^{m(k-1)} b_j(x \frac{B}{k} - (n+1)X)$.

Theorem 4. Given $n$, $m$, $k$, $R > 2$, $\gamma = \frac{1}{R}$, $\sigma_{\text{min}}$ and $\sigma_{\text{max}}$, if we apply $	ext{RECBTT}$ as described in Theorem 3 to construct the bucketed binomial tree for each stock, $	ext{BASKETBTT}$ has an error of $O(m^{\frac{Bn^{1/\gamma^2} + \frac{\gamma}{\sigma_{\text{max}}}}{k\gamma} + mk \log m \log k + mk \log^2 m)}$.
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Abstract. Competitive auctions encourage consumers to bid their utility values while achieving revenue close to that of fixed pricing with perfect market analysis. These auctions were introduced in [6] in the context of selling an unlimited number of copies of a single item (e.g., rights to watch a movie broadcast). In this paper we study the case of multiple items (e.g., concurrent broadcast of several movies). We show auctions that are competitive for this case. The underlying auction mechanisms are more sophisticated than in the single item case, and require solving an interesting optimization problem. Our results are based on a sampling problem that may have other applications.

1 Introduction

Consider an airplane flight where passengers have individual movie screens and can choose to view one out of a dozen movies that are broadcast simultaneously. The flight is only long enough for one movie to be seen. The airline wants to price movies to maximize its revenue. Currently, airlines charge a flat fee for movies. Even if the fee is based on a careful marketing study, passenger demographics may vary from one flight to another, and individual utilities can vary with flight route, time of the year, etc. Therefore a non-adaptive pricing is unlikely to be optimal for the seller. We investigate adaptive pricing via auctions.

We consider the problem of selling several items, with each item available in unlimited supply. By unlimited supply we mean that either the seller has at least as many items as there are consumers, or that the seller can reproduce items on demand at negligible marginal cost. Of particular interest are digital and broadcast items. With unlimited supply, consumer \textit{utilities}, the maximum price a consumer is willing to pay for an item, are the sole factor determining sale prices and number of items sold. We assume that each consumer has potentially different utilities for different items, and needs one item only. The seller’s goal is to set prices to maximize total revenue.

In the scarce supply case, multiple item auctions have been studied by Shapley and Shubik [15]. (See [13] for a survey of the area.) Results for the scarce case, however, do not directly apply to the unlimited supply case. Consider the
case where each item for sale is unique – for example the real estate market considered in [15]. In this case consumers will bid heavily for highly desirable items, which will sell for a high price. In contrast, in the unlimited supply case the seller can in principle give every consumer a copy of the item the consumer desires most. However, in such an auction, the consumer has no incentive to bid high. Thus a good auction mechanism must in some cases limit the number of copies of each item.

A consumer’s utility value for an item is the most they are willing to pay for that item. We would like to develop auctions in which rational consumers bid their utilities. In game theory, such auctions are called truthful and are special cases of strategyproof mechanisms, which have been studied for a long time. For example, the Vickrey–Clarke–Groves mechanism [8, 17] maximizes the general welfare of a system. The Shapley Value mechanism [14] shares costs among the participants. Recent work in the Computer Science community combines economic or game-theoretic questions with computational questions or techniques; see e.g., [5, 10, 9, 12].

Our previous work [6, 7], addressed a special case of the unlimited supply auction problem for a single item. In particular, we introduced competitive auctions which are truthful and at the same time attain revenues close to that of fixed pricing with perfect market analysis. As the term suggests, competitive analysis of auctions is similar in spirit to the analysis of on-line algorithms; see, e.g., [1, 16]. We introduced several randomized auctions which are competitive under certain assumptions and showed some impossibility results, including the nonexistence of deterministic competitive auctions.

In this paper we extend some of these results to multiple item auctions. In particular, we develop competitive auctions based on random sampling. These auction mechanisms are intuitive but more sophisticated than in the single item case. We introduce a multiple item variant of the random sampling auction and of the dual price auction and show that these auctions are competitive under certain assumptions. We also discuss a deterministic auction. Although this auction is not competitive in the worst-case, its single item variant worked well in most cases in the experimental study [6, 7] and show that these auctions are competitive under certain assumptions. We also discuss a deterministic auction. Although this auction is not competitive in the worst-case, its single item variant worked well in most cases in the experimental study [6, 7].

Our work uses the relationship between multiple item auctions and mathematical programming pointed out by Shapley and Shubik. For our random sampling auction we need to solve the following subproblem, which is interesting on its own: given the consumer’s utilities, find item prices that maximize seller’s revenue. We state this problem as a nonlinear mathematical program.

One of our main results is on a sampling problem that may be of independent interest. A variant of the sampling problem is as follows. Suppose we have \( n \) applicants and \( m \) tests. Each applicant takes each test and gets a real-valued score. We have to select \( k \) applicants based on the results of these scores. Furthermore suppose that we choose a random subset of the applicants, call the
applicants in the subset red, and call the remaining applicants blue. After the results of the tests are known and the subset is selected, an adversary selects the $k$ winning applicants while obeying the following restriction: If an applicant $x$ is accepted and for every test, applicant $y$ get a score that is at least as good as the score of $x$, then $y$ must be accepted as well. Adversary’s goal is to bias the admission in favor of red applicants. Although we study a slightly different problem, our techniques can be used to show that if $k = o(m^2 \log n)$, then with high probability the ratio of the number of red applicants to the number of blue applicants is bounded by a constant.

This problem seems natural. One can view candidates as points in $m$-dimensional space, and view the adversary as selecting a shift of the positive quadrant so that the shifted quadrant contains $k$ points total and as many red points as possible.

In on-line markets, with rapid changes and the availability of computer trading tools and agents, pricing using auctions is sometimes attractive. Competitive auctions for multiple unlimited supply items may be useful in some of these scenarios.

2 Background

The input to an auction is a number of bidders, $n$, a number of items, $m$ and a set of bids $\{a_{ij}\}$. We assume that all bids are nonnegative and that there is no collusion among the bidders. We study the case when each bidder wants only a single item.

Given a set of bids, the outcome of an auction is an assignment of a subset of (winning) bidders to items. Each bidder $i$ in the subset is assigned a single item $j$ and a sales price of at most $a_{ij}$. An item can be assigned to any number of bidders. A deterministic auction mechanism maps auction inputs to auction outcomes. A randomized auction mechanism maps inputs to probability distributions on auction outcomes. We use $R$ to denote the auction revenue for a particular auction mechanism and set of bids. $R$ is the sum of all sale prices. For randomized auctions, $R$ is a random variable. We will assume that the $m$-th item is a dummy item of no value and that all bidders have utility of zero for this item ($a_{im} = 0$ for all $i$). Losing is then equivalent to being assigned the dummy item at cost zero.

We say that an auction is single-price if the sale prices for copies of the same item are the same, and multiple-price otherwise.

Next we define truthful auctions, first introduced by Vickrey [17]. Let $u_{ij}$ be bidder $i$’s utility value for item $j$. Define a bidder’s profit to be the difference between the bidder’s utility value for the item won and the price the bidder pays if they win the auction, or zero if they lose. An auction is truthful if bidding $u_{ij}$ is a dominant strategy for bidder $i$. In other words, the bidder’s profit (or expected profit, for randomized auctions), as a function of the bidder’s bids ($a_{i1}, \ldots, a_{im}$), is maximized at the bidder’s utility values ($u_{i1}, \ldots, u_{im}$), for any fixed values of the other bidders’ bids. Truthfulness is a strong condition for auctions: bidding
utility maximizes the profit of the bidder no matter what the other bidders’ strategies are. When considering truthful auctions, we assume that \( a_{ij} = u_{ij} \), unless mentioned otherwise.

To enable analysis of auction revenue we define several parameters of an input set of bids. The revenue for optimal fixed pricing is \( F \). Note that \( F \) can also be interpreted as the revenue due to the optimal nontruthful single-price auction. Other parameters that we use in analysis are \( \ell \), the lowest bid value, and \( h \), the highest bid value. Because bids can be arbitrarily scaled, we assume, without loss of generality, that \( \ell = 1 \), in which case \( h \) is really the ratio of the highest bid to the lowest bid.

Analogous to on-line algorithm theory, we express auction performance relative to that for the optimal nontruthful auction, as ratios \( R/F \). However, we solve a maximization problem, while on-line algorithms solve minimization problems. Thus, positive results, which are lower bounds on \( R/F \), are expressed using \( \Omega \).

Note that \( h \) and \( F \) are used only for analysis. Our auctions work without knowing their values in advance.

As shown in [6], if we do not impose any restrictions on \( h \), we get the upper bound of \( R/F = O(1/h) \). To prevent this upper bound on auction revenue we can make the assumption that the optimal revenue \( F \) is significantly larger than \( h \), the highest bid. With this assumption, optimal fixed pricing sells many items.

We say that an auction is competitive under certain assumptions if when the assumptions hold, the revenue is \( \Omega(F) \).

For convenience, we assume that the input bids are non-degenerate, i.e., all input bids values \( a_{ij} \) are distinct or zero. This assumption can be made without loss of generality because we can always apply a random perturbation or use lexicographic tie-breaking to achieve it.

As shown for the single-commodity case [6], no deterministic auction is competitive in the worst case. Our competitive auctions are randomized. We use the following lemma, which is a variation of the Chernoff bound (see e.g. [2,11]), as the main tool in our analysis.

**Lemma 1.** Consider a set \( A \) and its subset \( B \subset A \). Suppose we pick an integer \( k \) such that \( 0 < k < |A| \) and a random subset (sample) \( S \subset A \) of size \( k \). Then for \( 0 < \delta \leq 1 \) we have

\[
\Pr[|S \cap B| < (1 - \delta)|B| \cdot k/|A|] < \exp(-|B| \cdot k\delta^2/(2|A|)).
\]

**Proof.** We refer to elements of \( A \) as points. Note that \(|S \cap B|\) is the number of sample points in \( B \), and its expected value is \(|B| \cdot k/|A|\). Let \( p = k/|A| \). If instead of selecting a sample of size exactly \( k \) we choose each point to be in the sample independently with probability \( p \) then the Chernoff bound would yield the lemma.

Let \( A = \{a_1, \ldots, a_n\} \) and without loss of generality assume that \( B = \{a_1, \ldots, a_k\} \). We can view the process of selecting \( S \) as follows. Consider the elements of \( A \) in the order induced by the indices. For each element \( a_i \) considered, select the element with probability \( p_i \), where \( p_i \) depends on the selections made up to this point.
At the point when $a_{i+1}$ is considered, let $t$ be the number currently selected points. Then $i - t$ is the number of points considered but not selected. Suppose that $t/i < p$. Then $p_{i+1} > p$.

We conclude that when we select the sample as a random subset of size $k$, the probability that the number of sample points in $B$ is less than the expected value is smaller than in the case we select each point to be in the sample with probability $p$. ■

3 Fixed Price Auction and Optimal Prices

Consider the following fixed price auction. The bidders supply the bids and the seller supplies the sale prices, $r_j$, $1 \leq j \leq m$. Define $c_{ij} = a_{ij} - r_j$. The auction assigns each bidder $i$ to the item $j$ with the maximum $c_{ij}$, if the maximum is nonnegative, and to no item otherwise. In case of a tie, we chose the item with the maximum $j$. If a bidder $i$ is assigned item $j$, the corresponding sale price is $r_j$.

Lemma 2. Suppose the sale prices are set independently of the input bids. Then the fixed price auction is truthful.

Proof. If bidder $i$ gets object $j$, the bidder’s price is at least $r_j$ and the bidder’s profit is at most $a_{ij} - r_j$. The best possible profit for $i$ is $\max_j (u_{ij} - r_j)$. If the bidder bids $a_{ij} = u_{ij}$, this is exactly the profit of the bidder. ■

Remark Although we assume that the bidders do not see sale prices before making their bids, the lemma holds even if the bidders do see the prices.

Now consider the following optimal pricing problem: Given a set of bids, find the set of prices such that the fixed price auction brings the highest revenue. Suppose an auction solves this problem and uses the resulting prices. We call this auction the optimal nontruthful single-price auction and denote its revenue by $F$. We can interpret $F$ as the revenue of fixed pricing using perfect market analysis or as the revenue of the optimal nontruthful single-price auction. The prices depend on the input bids, and one can easily show this auction is nontruthful.

We use $F$ to measure performance of our truthful auctions. Although one might think that being a single-price auction is a serious restriction, in the single-item auction case this is not so. In this case, the revenue of the optimal single-price auction is at least as big as the expected revenue of any reasonable\footnote{See [6] for the precise definition of reasonable. The intuition is that we preclude auctions that are tailored to specific inputs. Such an auction would perform well these specific inputs, but poorly on all others.} (possible multiple-price) truthful auction; see [6].

Next we state the optimal pricing problem as a mathematical programming problem. We start by stating the problem of finding a bidder-optimal object assignment given the bids and the sale prices as an integer programming problem. This problem is a special case of the $b$-matching problem (bipartite, weighted, and capacitated, with unit node capacities on one side and infinite capacities on
the other). For the limited supply case, when only one copy of an item is available, the classical paper [15] takes a similar approach. For our case, this problem is easy to solve by taking the maximum as in the previous section. However, we then treat sale prices as variables to get a mathematical programming formulation of the optimal pricing problem.

One can show that the optimal price problem is equivalent to the following mathematical programming problem; we omit details.

\[
\max \sum_j \sum_i x_{ij} r_j \quad \text{subject to (1)}
\]

\[
r_m = 0
\]
\[
\sum_j x_{ij} \leq 1 \quad 1 \leq i \leq n
\]
\[
x_{ij} \geq 0 \quad 1 \leq i \leq n, \ m \leq j \leq m
\]
\[
p_i + r_j \geq a_{ij} \quad 1 \leq i \leq n, \ m \leq j \leq m
\]
\[
\sum_i p_i = \sum_j \sum_i x_{ij} (a_{ij} - r_j)
\]

This problem has quadratic objective function; some constraints are linear while other constraints are quadratic. Here \( x_{ij} \) is one exactly when bidder \( i \) gets item \( j \) and \( p_i \)'s are profits of the corresponding bidders.

Since \( \sum_j \sum_i x_{ij} r_j = \sum_j \sum_i x_{ij} a_{ij} - \sum_i p_i \leq \sum_j \sum_i a_{ij} \), the objective function is bounded. Since the feasibility region is closed, it follows that (1) always has an optimal solution.

We omit proofs of the next two results.

**Lemma 3.** For any solution of (1) with fractional \( x_{ij} \)'s there is a solution with \( x_{ij} \in \{0, 1\} \) and an objective function value that is at least as good.

**Theorem 1.** Consider sale prices defined by an optimal solution of (1). The revenue of the fixed price auction that uses these prices and has bids \( a_{ij} \) in the input is equal to the objective function value of the optimal solution.

Recall that we use the problem (1) to find a set of prices that maximizes the fixed price auction revenue. In the rest of the paper we assume that we can compute such prices and leave open the question of how to do this efficiently. Note that we could also use an approximate solution.

## 4 The Random Sampling Auction

We use random sampling to make the optimal single-price auction truthful.

The *random sampling auction* works as follows.

1. Pick a random sample \( S \) of the set of bidders. Let \( N \) be the set of bidders not in the sample.
2. Compute the optimal sale prices for \( S \) as outlined in the previous section.
3. The result of the random sampling auction is then just the result of running the fixed-price auction on \( N \) using the sale prices computed in the previous step. All bidders in \( S \) lose the auction.
The sample size is a tradeoff between how well the sample represents the input and how much potential revenue is wasted because all bidders in the sample lose. Unless mentioned otherwise, we assume that the sample size is \( n/2 \) or, if \( n \) is odd, the floor or the ceiling of \( n/2 \) with probability 1/2.

The facts that the bidders who determine the prices lose the auction and that the fixed price auction is truthful imply the following result.

**Lemma 4.** The random sampling auction is truthful.

**Remark** Another natural way of sampling is to sample bids instead of bidders. However, this does not seem to lead to a truthful auction, because bidder’s bids selected in the sample may influence the price used to satisfy the bidder’s remaining bids.

Next we show that, under certain assumptions, the auction’s revenue \( R \) is within a constant factor of \( F \). Without loss of generality, for every \( 1 \leq i \leq n \), \( 1 \leq j \leq m \), if \( a_{ij} \) is undefined (not in the input) we define \( a_{ij} \) to be zero. For every bidder \( i \), we view \((a_{i1}, \ldots, a_{im})\) as a point in the \( m \)-dimensional space and denote this point by \( v_i \). Thus \( v_i \) is in the quadrant \( Q \) of the \( m \)-dimensional space where all coordinates are nonnegative. We denote the set of all input points by \( B \).

For a fixed \( m \) and a set of sale prices \( r_1, \ldots, r_m \), let \( R_j \) be a region in the \( m \)-dimensional space such that if \( v_i \in R_j \), then \( i \) prefers \( j \) to any other item, i.e., for any \( 1 \leq k \leq m \), \( c_{ij} \geq c_{ik} \) (recall that \( c_{ij} = a_{ij} - r_j \)). We would like \( \{R_j : 1 \leq j \leq m\} \) to be a partitioning of \( Q \). We achieve this by assigning every boundary point to the highest-index region containing the point. (This is consistent with our tie-breaking rule for the fixed price auction.) \( R_j \) is a convex (and therefore connected) region in \( Q \). In fact, the region \( R_j \) is as follows:

\[
R_j = \{ x : x_j \geq r_j \& x_j - r_j \geq x_k - r_k \; \forall k \neq j \}. \tag{2}
\]

Figure 1 shows a two item auction with prices \( r_1 \) and \( r_2 \) for items 1 and 2 respectively. These prices induce the regions \( R_1 = R'_1 \cup R''_1 \) and \( R_2 = R'_2 \cup R''_2 \). Arrows point to selling prices for the bidders in each region.

Thus sampling and computing \( r_j \)'s partitions \( Q \) into the regions, and each bidder \( i \) in \( N \) gets the item corresponding to the region that \( i \) is in. Intuitively, our analysis says that if a region has many sample points, it must have a comparable number of nonsample points – even though the regions are defined based on the sample. The latter fact makes the analysis difficult by introducing conditioning. Intuitively, we deal with the conditioning by considering regions defined by the input independently of the sample.

For a given input, let \( q_1, \ldots, q_m \) be a set of optimal prices for the input bids that yield revenue \( F \). These prices induce the regions discussed above. Bidders in region \( R_j \) pay \( q_j \) for the item \( j \). If we sample half of the points, the expected number of sample points in a region \( R_j \) is half of the total number of points in the region, and for the prices \( q_1, \ldots, q_m \), the expected revenue is \( F/2 \). The optimal fixed pricing on the sample does at least as well. Thus the expected revenue of optimal fixed pricing of the sample, \( \mathbb{E}[F_s] \), is at least \( F/2 \). However, we need a high-probability result. Our goal is to show that with high probability
Fig. 1. Two item auction with regions $R_1$ and $R_2$

$E[\mathcal{F}_s]$ is close to $\mathcal{F}/2$ and that $E[\mathcal{R}]$ is close to $E[\mathcal{F}_s]$, where $\mathcal{R}$ is the revenue of the random sampling auction.

We say that a set $A \subseteq B$ is $t$-feasible if $A$ is nonempty and for some set of sale prices, $A$ is exactly the set of points in $R_t$. For each feasible set $A$, we define its signature $S_A = (s_1, \ldots, s_m)$ such that $s_i$'s are (not necessarily distinct) elements of $A$ and, for a fixed $t$, different $t$-feasible sets have different signatures. In the following discussion, $s_{ij}$ denotes the $j$-th coordinate of $s_i$.

We construct signatures as follows. Let $R_t$ be a region defining $A$. $R_t$ is determined by a set of prices $(r_1, \ldots, r_m)$. We first increase all $r_j$'s by the same amount (moving $R_t$ diagonally) until some point in $A$ is on the boundary of $R_t$. Note that since we change all prices by the same amount, the limiting constraint from (2) is $x_t \geq r_t$. Thus the stopping is defined by $x_t = r_t$, and the point on the boundary has the smallest $t$-th coordinate among the points in $A$. We set $s_t$ to this point.

Then for $j \neq t$, we move the the region starting at its current position down the $j$-th coordinate direction by reducing $r_j$ until the first point hits the boundary. The boundary we hit is defined by $x_t - r_t = x_j - r_j$, and the point that hits it first has the minimum $x_j - x_t + s_{tt}$ among the points in $A$. Observe that the point $s_t$ remains on the boundary $x_t = r_t$, and therefore we stop before $r_j$ becomes negative. When we stop, we take a point that hits the boundary and assign $s_j$ to it.

Consider the set of points in the signature, $S_A = \{s_1, \ldots, s_m\}$. Define $R$ to be the region we got at the end of the procedure that computed $S_A$. $R$ is defined
by

$$R = \{x : x_t \geq s_{tt} \& x_t - s_{tt} \geq x_j - s_{jj} \forall j \neq t\}.$$  

It follows that $R$ can be constructed directly from $S_A$.

Figure 2 shows the signatures we get from the prices $r_1$ and $r_2$. The points on the boundary of the shaded region are the signature of that region. Note, for example, that there are no points in $R_1$ that are not inside the boundary induced by the signature for $R_1$.

**Fig. 2.** Signatures in a two item auction

Suppose two feasible sets have the same signature $S$ and let $R$ be the region defined by the signature. Then the two sets are exactly the set of points in $R$, and are thus identical.

The next two lemmas are simple, so we omit the proofs.

**Lemma 5.** For each $t$, $1 \leq t \leq m$, there are at most $n^m$ $t$-feasible sets.

**Lemma 6.** For every $t$-feasible subset $C$ of the sample $S$ there is a $t$-feasible subset $A$ of the input such that $C = A \cap S$.

For $k \geq 1$ and $0 < \delta < 1$, we say that a sample $S$ is $(k, \delta)$-balanced if for every $1 \leq t \leq m$ and for every $t$-feasible subset of the input, $A$, such that $|A| \geq k$, we have

$$(1 - \delta) \leq (|A \cap S|)/(|A \cap N|) \leq 1/(1 - \delta).$$

**Lemma 7.** The probability that a sample containing half of the input points is $(k, \delta)$-balanced is at least $1 - 2mn^m \exp(-k\delta^2/8)$. 
Proof. Lemma 1 implies that the probability that for a set $A$ with $|A| \geq k$,

$$\Pr[[A \cap S] < (1 - \delta)|A \cap N|] < \exp(-k\delta^2/8)$$

and

$$\Pr[[A \cap N] < (1 - \delta)|A \cap S|] < \exp(-k\delta^2/8).$$

Note that the fact that the number of sample points in one subset is close to its expectation makes it no less likely that the number of sample points in another subset is close to expectation. Thus the conditioning we get is favorable. By Lemma 6, there are at most $n^m$ $t$-feasible subsets for every $t$, so the total number of feasible subsets is $mn^m$. These observations imply the lemma.

Theorem 2. Assume $\alpha h m^2 \ln n \leq F$ and $m \geq 2$. Then $R \geq F/24$ with probability of at least $1 - \exp(-\alpha/1728)$ (for some constant $\alpha > 1$).

Proof. Consider Lemma 7 with $\delta = 1/2$ and $k = \alpha m \log n = 12$. The probability that the sample is $(k, \delta)$-balanced is

$$1 - 2mn^m \exp(-k\delta^2/8) = 1 - 2mn^m \exp(-\alpha m \log n/864) \geq 1 - \exp(-\alpha/1728)$$

for $m \geq 2$. For the rest of the proof we assume that the sample is $(k, \delta)$-balanced; we call this the balanced sample assumption.

Next we show that the revenue of the auction on the sample, $F_s$, satisfies $F_s \geq F/6$. Let $Q_i$ be the set of bidders who get item $i$ when computing $F$ on the entire bid set. Consider sets $Q_i$ containing less than $(\alpha m \log n)/2$ bidders. The total contribution of such sets to $F$ is less then $F/2$. This is because there are at most $m$ such sets and each bid is at most $h$ giving a maximum possible revenue of $\alpha h m^2 \log n/2 = F/2$. Thus the contribution of the sets with at least $(\alpha m \log n)/2$ bidders is more than $F/2$, and we restrict our attention to such sets. By the balanced sample assumption, each such set contains at least $1/3$ sample points, and thus $F_s \geq (1/3)F/2 = F/6$.

Finally we show that $R \geq F/24$ using a similar argument. Let $R_i$ be the regions defined by the prices computed by the auction on the sample. Consider the regions containing less than $(\alpha m \log n)/12$ sample points. The total contribution of such sets to the revenue is less then $F/12$. The remaining regions contribute at least $F/12$ (out of $F/6$). Each remaining region contains at least $(\alpha m \log n)/12$ sample points. By the balanced sample assumption, each such region contains at least one nonsample point for every two sample point, and thus $R \geq F/24$.

Lemma 4 and Theorem 2 imply that if the assumptions of the theorem hold, the random sampling auction is competitive.

4.1 The Dual Price Auction

The random sampling auction is wasteful in the sense that all bidders in the sample lose the auction. The dual price auction eliminates the waste by treating
S and N symmetrically: S is used to compute sale prices for N and vice versa. Note that for each item, the two sale prices used are, in general, different; this motivates the name of the auction.

By symmetry, the expected revenue of the dual price auction is twice the expected revenue of the single price auction with \( n/2 \) sample size. Thus, under conditions of Theorem 2 the dual price auction is competitive.

## 5 A Deterministic Auction

The following auction is a generalization of the deterministic optimal threshold auction introduced in [6] to the multi-item case. Although not competitive in general, the single-item variant of this auction works well when the input is non-pathological, e.g., when bidder utilities are selected independently from the same distribution.

The deterministic auction determines what item, if any, the bidder \( i \) gets as follows. It deletes \( i \) from \( B \), computes optimal prices for the remaining bidders, and then chooses the most profitable item for \( i \) under these prices. This is done independently for each bidder. This auction is truthful but, as we have mentioned, not competitive in some cases.

## 6 Concluding Remarks

Our analysis of the random sampling auction is somewhat brute-force, and a more careful analysis may lead to better results, both in terms of constants and in terms of asymptotic bounds. In particular, the assumption \( \alpha m^2 \ln n \leq F \) in Theorem 2 may be stronger than necessary. One can prove that \( F_s = \Omega(F) \) assuming \( \alpha m \leq F \). We wonder if the theorem holds under this weaker assumption.

Although our theoretical bounds require \( m \) to be small compared to \( n \) and the optimal fixed price solution to contain a large number of items, it is likely that in practice our auctions will work well for moderately large \( m \) and moderately small optimal fixed price solutions. This is because our analysis is for the worst-case. In many real-life applications, bidder utilities for the same item are closely correlated and our auctions perform better.

The optimal fixed pricing problem has a very special form that may allow one to solve this problem efficiently. Note that if one uses an approximation algorithm to solve the problem (say within 2% of the optimal) and our auctions remain truthful. (This is in contrast to combinatorial auctions [9].) It is possible that in practice this problem can be solved approximately, in reasonable time, using general nonlinear optimization techniques. We leave an existence of such an algorithm as an open problem.

Another open problem is a generalization of our results. One possible generalization is to the case when some items are in fixed supply. Another generalization is to the case when consumer \( i \) wants up to \( k_i \) items.
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Abstract. Content-Based Multicast is a type of multicast where the source sends a set of different classes of information and not all the subscribers in the multicast group need all the information. Use of filtering publish-subscribe agents on the intermediate nodes was suggested [5] to filter out the unnecessary information on the multicast tree. However, filters have their own drawbacks like processing delays and infrastructure cost. Hence, it is desired to place these filters most efficiently. An $O(n^2)$ dynamic programming algorithm was proposed to calculate the best locations for filters that would minimize overall delays in the network [6]. We propose an improvement of this algorithm which exploits the geometry of piecewise linear functions and fast merging of sorted lists, represented by height balanced search trees, to achieve $O(n \log n)$ time complexity. Also, we show an improvement of this algorithm which runs in $O(n \log h)$ time, where $h$ is the height of the multicast tree. This problem is closely related to $p$-median and uncapacitated facility location over trees. Theoretically, this is an uncapacitated analogue of the $p$-inmedian problem on trees as defined in [1].

1 Introduction

There has been a surge of interest in the delivery of personalized information to users as the amount of information readily available from sources like the WWW increases. When the number of information recipients is large and there is sufficient commonality in their interests, it is worthwhile to use multicast rather than unicast to deliver information. But, if the interests of recipients are not sufficiently common, there could be huge redundancy in traditional IP multicast. As the solution to this Content-Based Multicast (CBM) was proposed [5,6] where extra content filtering is performed at the interior nodes of the multicast tree so as to reduce network bandwidth usage and delivery delay. This kind of filtering is performed either at the IP level or, more likely, at the software level e.g. in applications such as publish-subscribe [2] and event-notification systems [3].

Essentially, CBM reduces network bandwidth and recipient computation at the cost of increased computation in the network. CBM at the application level is increasingly important, as the quantity and diversity of information being disseminated in information systems and networks like the Internet increases,
and users suffering from information overload desire personalized information. A form of CBM is also useful at the middleware level \[3\] and network signaling level \[4\]. Previous work applies CBM to address issues in diverse areas \[3,1,4\].

\[1\] addresses the problem of providing an efficient matching algorithm suitable for a content based subscription system. \[2\] addresses the problem of matching the information being multicast with that being desired by leaves. \[5\] proposes mobile filtering agents to perform filtering in CBM framework. They consider four main components of these systems: subscription processing, matching, filtering and efficiently moving the filtering agents within the multicast tree.

\[6\] evaluates the situations in which CBM is worthwhile. It assumes that the multicast tree has been set up using appropriate methods, and concentrates on efficiently placing the filters within that multicast tree. It also gives the mathematical modeling of optimization framework. The problem considered is that of placing the filters under two criteria:

- Minimize the total bandwidth utilization in the multicast tree, with the restriction that at most \(p\) filters are allowed to be placed in the tree. This is similar to \(p\)-median problem on trees. An optimum \(O(pn^2)\) dynamic programming algorithm was described.
- Minimize total delivery delay over the network, with no restriction on number of filters, assuming that the filters introduce their own delays \(F\) and the delay on the link of multicast tree is proportional to the amount of traffic on that particular link. That means although filters have their own delays, they could effectively reduce traffic and hence delays. This problem is similar to uncapacitated facility location on trees. An optimum \(O(n^2)\) dynamic programming algorithm was described.

In this paper, we consider the second formulation, (minimizing delay) and show that the complexity of the dynamic programming algorithm can be improved. We do not concern ourselves with the construction of the multicast tree, or with processing of the subscriptions. Also, we assume that minimum required amount of traffic at each node of multicast tree is known. We consider this to be a part of subscription processing. This could be done by taking of unions of subscription list bottom up on the multicast tree, or by probabilistic estimation. Given these we focus on the question of where to place filters to minimize the total delay. We also assume that the filters do as much possible filtering as they could and do not allow any extra information traffic on subsequent links.

In section \[2\], we show the formulation of the problem. We discuss the preliminaries and assumptions. We go over the dynamic programming algorithm described in \[6\] and give the intuition which motivates faster algorithms. In sections \[3\] and \[4\] we describe two algorithms, the first being an improvement of the dynamic programming and the second being an improvement of the first. We also include the analysis of their running time. In section \[5\] we describe the piecewise linear functions data structure and the required operations on it along with the complexity bounds. In section \[6\] we consider further extensions and related problems.
2 Preliminaries

2.1 Notations

A filter placement on a rooted multicast tree $M = (V, E)$ with vertex set $V$ and edge set $E \subseteq V \times V$ is a set $S \subseteq V$ where filters are placed at all vertices in $S$ and on no vertex in $V - S$. Let $|V| = N$, and so $|E| = N - 1$. We denote the root of $M$ by $r$. $\text{Tree}(v)$ denotes the subtree rooted at vertex $v \in V$. For example, $\text{Tree}(r) = M$. Let us denote the height of tree $M$ by $H$.

For simplicity of writing, we will use some functional notations. We denote size of $\text{Tree}(v)$, that is the number of vertices in $\text{Tree}(v)$, by $n(v)$. Thus, $|\text{Tree}(r)| = n(r) = N$. $c(v)$ denotes the number of children of vertex $v \in V$, while $s(v)$ denotes the number of leaves in $\text{Tree}(v)$. For example, $c(v) = 0$ and $s(v) = 1$ if vertex $v$ is a leaf in $M$.

$f(v)$ is the total size of information requested in $\text{Tree}(v)$. For a leaf $v \in V$, $f(v)$ denotes the size of the information requested from that user. In other words, $f(v)$ is also the amount information that node $v$ gets from its parent, if the parent has a filter. We assume that $f(v)$ for each $v$ is known.

2.2 Assumptions

We make the following assumptions in our model.

- The delay on a link is proportional to the length of the message transmitted across the link, ignoring propagation delay. Thus if $m$ is the length of the message going across a link (or an edge), then the delay on that link is $mL$ units, where the link delay per unit of data is $L$, a constant.
- The delay introduced by an active filter is a constant. We denote it by $F$. It is a (typically) a big constant.
- Each internal vertex of $M$ waits and collects all incoming information before forwarding it to its children. But this time is much smaller than the delay rate over the link.

2.3 Recurrence and Dynamic Programming

Our objective is to minimize the average delay from the instant the source multicasts the information to the instant that a leaf receives it. Since number of leaves is a constant for a given multicast tree $M$, we can think of minimizing the total delay, where total is made over all leaves in $M$.

Let $A(v)$ stand for the lowest ancestor of $v$ whose parent has a filter. For example, $A(v) = v$ if parent of $v$ has a filter.

Now consider a CBM with a required flow $f$ known for each vertex in the tree. For a vertex $v$, let $D(v, p)$ denote the minimum total delay in $\text{Tree}(v)$.

\[^1\] It is not necessary to assume that $L$ and $F$ are same constants for each link and each filter locations, they could be different constants for different links and location as in general formulation of $p$-median problem\[^7\]. This will not change the algorithm.
assuming \( A(v) = p \). Let \( v_1, v_2, \ldots , v_{c(v)} \) be children of vertex \( v \). Let \( C_v = s(v)F + L \sum_{i=1}^{c(v)} f(v_i)s(v_i) \) and \( E_v = Ls(v) \). \( C_v \) and \( E_v \) are constants and can be computed for each vertex \( v \) in \( O(N) \) time by bottoms up calculation.

Then the minimum total delay can be expressed by the following recurrence relation

\[
\text{if } v \text{ is a leaf then} \\
D(v,p) = 0 \text{ for all } p \\
\text{else} \\
D(v,p) = \min \{C_v + \sum_{i=1}^{c(v)} D(v_i, v_i), \text{ if } v \text{ has a filter} \\
f(p).E_v + \sum_{i=1}^{c(v)} D(v_i, p), \text{ otherwise} \}
\]

end if

The optimal placement can be found using dynamic programming as noted in [6]. But a naive implementation of it would take time \( O(NH) \).

We will “undiscretize” the above recurrence relation and write it as a function of a real number \( p \), which is now the incoming information flow into \( v \). To make it clear that this function is specific for a vertex \( v \), we denote it as \( D_v \). Now our recurrence relations takes a new look

\[
\text{if } v \text{ is a leaf then} \\
D_v(p) = 0 \text{ for all } p \\
\text{else} \\
D_v(p) = \min \{C_v + \sum_{i=1}^{c(v)} D_{v_i}(f(v_i)), \text{ if } v \text{ has a filter} \\
p.E_v + \sum_{i=1}^{c(v)} D_{v_i}(p), \text{ otherwise} \}
\]

end if

Notice that we can still compute \( D(v,p) \) by plugging the discrete value \( f(p) \) in \( D_v \). Intuitively, \( D_v \) is a function of real value \( p \) which is incoming flow to the \( Tree(v) \). It is a piecewise linear non-decreasing function. Each break point in the function indicates a change in the arrangement of filters in the subtree \( Tree(v) \). This change occurs in order to reduce the rate of increase of \( D_v \) (slope) for higher values of \( p \). The slope of each segment is lesser than the previous, and the slope of final segment (infinite ray) is zero because this would correspond to filter at \( v \). Once, a filter is placed at \( v \), the value of variable \( p \) no longer matters. Therefore, \( D_v \) is a piecewise linear non-decreasing concave function. We will use \(|D_v|\) notation to denote the number of break-points (or number of linear pieces) in \( D_v \).

The big advantage of above formulation is that it allows us to store \( D_v \) as a height balanced binary search tree which in turn allows efficient probing and merging, so that we can implement above recurrence and find optimal filter placements in quicker time.
Before we proceed with actual description of algorithms and data-structures, we present two simple lemmas which prove useful properties of $D_v$ as claimed above.

**Lemma 1.** $D_v$ is a piecewise linear non-decreasing function and $\exists p_v, t_v$ such that $D_v(p) = t_v$ for all $p \geq p_v$.

**Proof:** By induction on height of $v$. Claim is trivially true for a leaf $v$. $D_v = 0$. So $p_v = 0$ and $t_v = 0$. Let’s assume the claim is true for all $c(v)$ children of $v$. Also let $L_v(p) = p.E_v$. $L_v$ is a line passing through origin. Hence, it is a piecewise linear non-decreasing function.

Let $W_v(p) = C_v + \sum_{i=1}^{c(v)} D_{v_i}(f(v_i))$. $W_v$ is a constant and hence a piecewise linear non-decreasing function. Let $F_v(p) = L_v(p) + \sum_{i=1}^{c(v)} D_{v_i}(p)$. Hence, $F_v$ is a piecewise linear non-decreasing function. $D_v(p) = \min\{W_v(p), F_v(p)\}$. Therefore, $D_v$ is a piecewise linear non-decreasing function because minimum preserves piecewise linear non-decreasing property. $t_v = W_v(p)$ and $p_v$ is the value of $p$ where $W_v$ and $F_v$ intersect. \hfill $\square$

![Diagram](image)

**Lemma 2.** $|D_v| \leq n(v)$.

**Proof:** By induction on height of $v$. Claim is trivially true for $v$ if its a leaf, that is its height is 0. If claim were true for each of the $c(v)$ children of $v$, then each of $D_{v_i}$ is a piecewise linear function made up of at most $n(v_i)$ different linear pieces. $D_v$ is a minimum of sum total of $D_{v_i}$ and a constant. It can have at most one more extra piece added to it. So the number of linear pieces in it cannot be more than $1 + \sum_{i=1}^{c(v)} n(v_i)$. But that is precisely $n(v)$.

It is apparent from the above proof that each break-point in $D_v$ is introduced by some node in $Tree(v)$ as a result of “min” operation.

### 3 Algorithm-1

We are now ready to present our first algorithm, *Algorithm-1*. Let $I$ be the total amount of the incoming information at $r$. The function $A(r)$ returns the piecewise linear function $D_r$ at root $r$. $D_v$ is stored as a balanced binary search tree whose size is equal to the number of break-points in $D_v$.

---

1. Height of $v = 1 + \max\{\text{Height of } u \mid u \text{ is a child of } v\}$. Height of a leaf is 0.
3.1 Algorithm

Algorithm-1

\begin{verbatim}
A(r);
M-DFS(r, I);
\end{verbatim}

\begin{verbatim}
M-DFS (v, p) { 
  if c(v) == 0 then 
    return;
  if p > p_v then 
    place filter at v;
    for i = 1 to c(v) do 
      M-DFS(v_i, f(v_i));
  end for
  else 
    for i = 1 to c(v) do 
      M-DFS(v_i, p);
    end for
  end if
}
\end{verbatim}

\begin{verbatim}
A(v) { 
  if c(v) == 0 then 
    p_v = +\infty;
    return create(0,0);
  else 
    for i = 1 to c(v) do 
      q_i = A(v_i);
    end for
    t_v = C_v;
    for i = 1 to c(v) do 
      t_v = t_v + probe(q_i, f(v_i));
    end for
    z = create(E_v, 0);
    for i = 1 to c(v) do 
      z = add_merge(z, q_i);
    end for
    p_v = truncate(z; t_v);
    return z;
  end if
}\end{verbatim}

3.2 Data Structure Operations

The data structure supports the following operations:

create(a, b): Returns a new function with equation \( y = ax + b \) in time \( O(1) \).
probe(q, t): returns \( q(t) \) in time \( O(\log |q|) \).
add_merge(q_1, q_2): Returns a piecewise linear function which is the sum of \( q_1 \) and \( q_2 \). Assuming without loss of generality \( |q_1| \geq |q_2| \geq 2 \), the running time is \( O(|q_2| \log(\frac{|q_1|}{|q_2|} + |q_2|)) \). \( q_1 \) and \( q_2 \) are destroyed during this operation and the new function has size \( |q_1| + |q_2| \).
truncate(q, t): This assumes that some \( z \) s.t. \( q(z) = t \) exists. Modifies \( q \) to a function \( q' \) which is equal to \( q(x) \) for \( x \leq z \), and \( t \) for \( x > z \). This destroys \( q \). It returns \( z \), \( q' \) has at most one more breakpoint than \( q \). All the breakpoints in \( q \) after \( z \) are deleted (except at \( +\infty \)). The running time is \( O(\log |q|) \) for search plus time \( O(\log |q|) \) per each deletion.

3.3 Analysis of Algorithm-1

Algorithm-1 first recursively builds up the piecewise linear function \( D_r \), bottom up, by calling \( A(r) \). It uses \( p_v \) values stored for each \( v \) in the tree and runs simple linear time Depth-First-Search algorithm to decide filter placement at each vertex of the tree.

We will now show that the total running time of algorithm \( A \), and therefore Algorithm-1, is \( O(N \log N) \). There are three main operations which constitute
the running time: probe, truncate and add_merge. Over the entire algorithm, we do N probes each costing time \( \leq \log N \) because each probe is nothing but a search in a binary search tree. truncate involves N search operations and \( \leq N \) deletions (because each break-point is deleted only once and there is only one break-point each node in the multicast tree can introduce) each costing \( \leq \log N \) time. Therefore, truncate and probe cost \( O(N \log N) \) time over the entire algorithm. We still need to show that total time taken by all the merge operations is \( O(N \log N) \). The following lemma proves this.

**Lemma 3.** Total cost of merge in calculation of \( D_v \) is at most \( n(v) \log n(v) \).

**Proof:** We proceed by induction on height of \( v \). The claim is trivially true for all leaf nodes since there are no merge operations to be done. At any internal node \( v \), to obtain \( D_v \) we merge \( D_{v_1}, D_{v_2}, \ldots, D_{v_c(v)} \) sequentially. Let \( s_i = \sum_{j=1}^{i} n(v_i) \). Now, again by induction (new induction on the number of children of \( v \)) assume that the time to obtain the merged function of first \( i \) \( D_{v_j} \)'s is \( s_i \log s_i \). The base case when \( i = 1 \) is true by induction (previous induction). Then, assuming without loss of generality \( s_i \geq n(v_{i+1}) \), the total time to obtain merged function of first \( i + 1 \) \( D_{v_j} \)'s is at most \( s_i \log s_i + n(v_{i+1}) \log n(v_{i+1}) + n(v_{i+1}) \log((s_i + n(v_{i+1}))/n(v_{i+1})) \) which is at most \( s_{i+1} \log s_{i+1} \). Therefore time taken to merge all the children at \( v \) and obtain \( D_v \) is at most \( n(v) \log n(v) \). \( \square \)

## 4 Algorithm-2

### 4.1 Motivation

We observe that lemma 2 suggests a bound of \( n(v) \) on the number of different linear pieces in \( D_v \). On the other hand, we need to probe and evaluate \( D_v \) at at most \( H \) different values (that is the number of ancestors \( v \) can have !). This suggests that we can gain more if we “convert” our functions which grow “bigger” and have more than \( H \) breakpoints and reduce them to at most \( H \) breakpoints.

For example, consider the case of multicast tree \( M \) being a balanced binary tree. Let \( Y \) be the set of nodes at depth \( \log \log N \). For each \( v \in Y \) the subtree size \( n(v) \) is roughly \( \log N \). \( |Y| \) is roughly \( N/\log N \) and computing \( D_v \) at each such \( v \) takes \( \log N \log \log N \) time. This makes it \( N \log \log N \) over all \( v \in Y \). Now, we convert \( D_v \) into array form as in dynamic programming and resume the previous dynamic programming algorithm in \[4\]. This dynamic programming calculations occur at roughly \( N/\log N \) nodes each taking \( \log N (H = \log N) \) time. Hence we achieve an enhancement in total running time, taking it down to \( N \log \log N \) which is essentially \( N \log H \). However, to achieve this in general case, we still have to stick to the binary search tree representation in the second phase. The advantage is that the size of the binary search tree never grows more than \( H \).
4.2 Data Structure Operations

Before we proceed with this new algorithm, we consider “converted” functions, since some of the functions would be evaluated only for a small number of values. A “converted” function \( q_X(x) \) for \( q(x) \) with respect to (sorted) set \( X = x_1, x_2, \ldots, x_k \) is a piecewise linear function such that \( q(x_i) = q_X(x_i) \) for \( x_i \in X \), and piecewise linear in between those values. We define the following operations:

\begin{itemize}
  \item \( convert(q, X) \): Returns the “converted” function \( q_X \) in \( O(k \log(|q|/k)) \). Assumes \( X \) is sorted.
  \item \( add\_dissolve(q_X, g) \): Adds function \( g \) to the converted function \( q_X \), and returns the resulting function dissolved w.r.t. set \( X \). Running time: \( O(|g| \log |q_X|) \)
  \item \( add\_collide(q_{X_1}, q_{X_2}) \): Adds two converted functions \( q_{X_1} \) and \( q_{X_2} \). Creates new converted function only on \( X_1 \cap X_2 \).
  \item \( truncate\_converted(f_X, t) \): Almost the same as \( truncate \). Does not cause any deletions. It uses some “mark” to keep track of invalid values in data structure. Running time: \( O(\log |f_X|) \).
\end{itemize}

4.3 Description of Algorithm

Using this, we modify the implementation of Algorithm-1. We continue building \( D_v \)’s bottom up as in algorithm \( A(v) \). Suppose we are at some \( v \) whose all \( c(v) \) children, namely \( v_1, v_2, \ldots, v_{c(v)} \), have less than \( H \) breakpoints in their respective data-structures. We now start building \( D_v \) by merging \( D_{v_1}, D_{v_2}, \ldots \) one by one. Suppose after merging \( D_{v_1} \) through \( D_{v_i} \) for first \( i \) children, we find that the number of breakpoints for function \( q \) constructed so far exceeds \( H \) (and it’s trivially less than \( 2H \)), then we call function \( convert(f, X) \). Here \( X \) is the sorted list of values \( f(p) \) of \( v \)’s ancestors. Note that \( X \) is very easy to maintain due to recursive top-down calls in \( A(v) \) and monotonicity of \( f(p) \) values along a path. Then, for the remaining children of \( v \), we use \( add\_dissolve(q, D_{v_j}) \), where \( j \in \{i+1, \ldots, c(v)\} \). Once, the function is “converted”, it always remains “converted”. For \( add \) operation involving one “converted” function \( q_1 \) and one “unconverted” function \( q_2 \) we use \( add\_dissolve(q_1, q_2) \) which runs in \( O(q_2 \log H) \) and for two “converted” functions \( q_1, q_2 \) we use \( add\_collide(q_1, q_2) \) which runs in \( O(H) \) since the size of the bigger data structure is now restricted by \( H \).

Thus, we don’t store more than required information about \( D_u \), while maintaining enough of it to calculate the required parts of \( D_u \), where \( u \) is \( v \)’s parent.

4.4 Analysis of Algorithm-2

Let \( Y \) be the set of all nodes \( v \in V \) such that we needed to use the \( convert \) for finding \( D_v \). Use of \( convert \) function implies \( n(v) = |Tree(v)| \geq H \) in the light of lemma \( \ref{lemma:2} \). \(|Y| \leq \frac{N}{H} \) because for any two \( u, v \in Y \), \( Tree(u) \cap Tree(v) = \phi \).

Let \( W \) be union of \( Y \) and all ancestors of nodes in \( Y \). Subgraph of \( M \) on set \( W \) forms an upper subtree of \( M \). Let \( U \) be the set of children of nodes in \( Y \).
For all nodes $v \in U$, we will run the normal `add_merge` procedure. Since final $D_v$’s constructed for each $v \in U$ have sizes less than $H$, the total cost of building them would be $|U| \log H \leq N \log H$.

For each node $v \in Y$, we do a few `add_merge` operations, followed by a `convert` operation, followed by few `add_dissolve` and `add_collide` operations. Let $X$ be the sorted set of $f(p)$ values for the ancestors of $v$. $1 \leq |X| \leq H$. Since the overall effect of `add_merge` operations leads to a data-structure of size at most $2H$, total cost is $O(H \log H)$. `convert` will cost at most $|X|\log \frac{2H}{|X|} = O(H)$.

If we sum over all `add_dissolves` performed during the run of the algorithm, it is easy to see that at most $N$ breakpoints will be `dissolved` in data-structure of size $H$. So the total cost of `add_dissolves` is at most $N \log H$.

Further, there are at most $N/H$ “converted” functions, each `add_collide` takes $O(H)$ time and causes one less “converted” function. Hence, the total cost of `add_collide` is $O(N)$.

Thus, the overall cost is at most $N \log H + \frac{N}{H} \cdot (H \log H + H) + N \log H + N$, that is $O(N \log H)$.

**Theorem 1.** Given the multicast tree $M$ having $N$ nodes and height $H$ with source at root $r$ disseminating $I$ amount of information, along with values $f(v)$ which is the minimum amount of information required at node $v$ of the multicast tree, the placement of filters in the multicast tree to minimize total delay can be computed in $O(N \log H)$ time.

## 5 Data-Structures

In the previous sections, we have assumed the existence of a data structure to maintain non-decreasing piecewise-linear functions. Here, we describe the data structure along with the implementation of the operations.

The data structure will maintain the breakpoints (or each value in $X$ for a converted function) sorted by $x$ coordinate in an AVL tree [11,12]. An AVL tree is a balanced binary search tree in which for any node, the height difference between its left and right subtrees is at most one. Along with the $x$ coordinate of the breakpoint, each node will also contain two real numbers $a$ and $b$ such that the linear segment to the left of the breakpoint is of equation $y = Ax + B$ where $A$ (resp. $B$) is the sum of all the $a$ (resp. $b$) values on the path from the
node to the root of the tree. A dummy breakpoint at $x = +\infty$ will be included in the tree to encode the rightmost linear piece of the function.

Each node will also contain a mark for handling truncated parts of a function. A node is invalid (i.e. its $a$ and $b$ values are not correct) if itself or a node on the path to the root is marked. The linear function at the $x$ value of an invalid node will be the same as the function of the first valid node that appears after it in the tree inorder. The node at $x = +\infty$ will always be valid. Every time we visit a marked node during any of the operations, we unmark it, correct its $a$ and $b$ values and mark its two children. This ensures that the only invalid nodes are the ones the algorithm doesn’t see. This marking scheme will be necessary to implement truncate\_converted which is “truncate” on “converted” functions, since we cannot delete the nodes in that case.

![Sorted lists represented as height-balanced trees](image)

![Merging by sequential insertions (square nodes have been inserted)](image)

The data structure will use the AVL tree merging algorithm of Brown and Tarjan \[10\] to implement add\_merge, convert and add\_dissolve. Given two AVL trees $T_1$ with $n$ elements and $T_2$ with $m$ elements, $m \leq n$, we will search/insert the elements of $T_2$ into $T_1$ in sorted order, but instead of performing each search from the root of the tree, we start from the last searched node, climb up to the first parent (LCA) having the next element to search in its subtree, and continue searching down the tree from there. Brown and Tarjan show that the total number of operations performed during this procedure is $O(m \log((n + m)/m))$. This method can also be used to search or visit $m$ sorted values in $T_1$ within $O(m \log (n/m))$ time.

In order to add two functions, while merging the corresponding AVL trees using Brown and Tarjan’s method, and we will need to update the $a$ and $b$ values of the nodes. First, when we insert a new node in the tree, we find its “inherited” $A$ and $B$ values and adjust its $a$ and $b$ values accordingly. Then we consider the effect of adding the linear piece $y = \alpha x + \beta$ to its right in the previous data structure where it came from. This can be done along the same walk in the tree. While walking in the tree from an element $u$ to the next element to be inserted $v$, we will need to add the piecewise linear function joining them, say $\alpha x + \beta$ to all the nodes between $u$ and $v$. To do that, add $\alpha$ and $\beta$ to the $a$ and $b$ values of the least common ancestor (LCA) of $u$ and $v$. Now, the function values for all the nodes between $u$ and $v$ have been increased correctly, but some nodes outside of that range might have been increased as well. To correct that,
we walk down from the LCA to \( u \). This is a series of right child and left child choices, the first being left. In this series, whenever we choose right child after some (non-empty) sequence of left child choices, we subtract tuple \((\alpha, \beta)\) at that node. Similarly, whenever we choose left child after (non-empty) sequence of right child choices, we add tuple \((\alpha, \beta)\) to the node where choice is made. Also, similarly (vice-versa) \( a \) and \( b \) values can be adjusted along the path LCA to \( v \). Thus, updates are only required along the Brown and Tarjan’s search path. To complete the argument, it can be verified that the validity of the \( a \) and \( b \) values of the nodes can be preserved during a rotations and double rotations in the tree for the AVL insertion. The figure illustrates the insert path along with updates due to linear segment \( ax + \beta \) between inserted points \( F \) and \( J \).

We now outline the workings of the different operations:

**create**\((a, b)\): Create a new AVL tree with 1 node at \( x = +\infty \), and set its \( a \) and \( b \) values.

**add_merge**\((f_1, f_2)\): Use the method of Brown and Tarjan as described above.

**truncate**\((f, t)\): Find \( z \) such that \( f(z) = t \) by performing a search in the tree. As we go down the tree, we maintain \( A \) and \( B \), the sum of the \( a \) and \( b \) values of all the ancestors of the current node. This way, we can compute the value of \( f(x) \) for the \( x \) value of each of the nodes visited. Since the function \( f \) is non-decreasing, the tree is also a binary search tree for the \( f(x) \) values. Once the search is done, we find the linear segment for which \( Az + B = t \), and thus find \( z \). We then insert a new breakpoint in the tree at \( x = z \), and delete all the break-points in \( f \) which come after \( z \) (except the one at \( +\infty \)) one-by-one, using usual AVL-tree deletion. Add the line segment \((0, t)\) between \( z \) and \( +\infty \).

**probe**\((f, t)\): Search in the tree the successor for \( t \) in the \( x \) values. Compute the \( A \) and \( B \) sums on the path, returns \( f(t) = At + B \).

**convert**\((f, X)\): Use the method of Brown and Tarjan to find the successors of all \( x_i \in X \) in \( O(k \log(n/k)) \). Evaluate \( f(x_i) \) at each of those values, and construct a new AVL tree for a piecewise linear function with \( x_i \) values as breakpoints, and joining each adjacent breakpoints with an ad-hoc linear function.

**add_dissolve**\((f_X, g)\): Just like in **add_merge**, but we do not insert the breakpoints, we just update the \( a \) and \( b \) values of the existing breakpoints.

**add_collide**\((f_{X_1}, g_{X_2})\): Find the values of \( f \) and \( g \) on \( X_1 \cap X_2 \) and construct a new AVL tree as in convert.

**truncate_converted**\((f_X, t)\): As in **truncate**, we find \( z \). But in this case we do not insert the new break-point. Also we do not delete the break-points in \( f_X \) after \( z \). We invalidate the \((a, b)\) values of the remaining points by marking the right child of the nodes traversed from the left and also we adjust \((a, b)\) value at these nodes so that the linear function reflects the line \( y = t \), while walking up from the position of \( z \) to the root. Once at the root, we walk down to \( +\infty \), validating the \( a \) and \( b \) values on that path. We then set the \( a \) and \( b \) values at \( +\infty \) such that \( A = 0 \) and \( B = t \). It returns \( z \).
6 Related Problems and Future Work

Future work in this area is to design an algorithm based on similar methods for the first model of [6]. Here, the dynamic programming algorithm runs in \(O(pn^2)\) time, since the objective function at each node involves two parameters. This model, where only \(p\) filters are allowed, is a variant of \(p\)-median on tree where all the links are directed away from the root. The problem is called \(p\)-inmedians in [6]. When \(p \geq n\) it reduces to our problem. The dynamic programming optimal algorithm known for the uncapacitated facility location (which is \(p\)-median with \(p \geq n\)) over trees takes \(O(n^2)\) time. Interesting future work is to find faster algorithms for uncapacitated facility location [9] and \(p\)-median [7]. That could also give us faster algorithms for \(p\)-forest [8] and tree partitioning problems [9].
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Abstract. We give a polynomial-time $O\left(\frac{\log n}{\log \text{OPT}}\right)$-approximation algorithm for minimum-time broadcast and minimum-time multicast in $n$-node networks under the single-port vertex-disjoint paths mode. This improves a previous approximation algorithm by Kortsarz and Peleg. In contrast, we give an $\Omega(\log n)$ lower bound for the approximation ratio of the minimum-time multicast problem in directed networks. This lower bound holds unless $\text{NP} \subseteq \text{DTIME}(n^{\log \log n})$. An important consequence of this latter result is that the Steiner version of the Minimum Degree Spanning Tree (MDST) problem in digraphs cannot be approximated within a constant ratio, as opposed to the undirected version. Finally, we give a polynomial-time $O(1)$-approximation algorithm for minimum-time gossip (i.e., all-to-all broadcast).
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1 Introduction

Given a node $s$ of a network, and a set of nodes $D$, multicasting from $s$ to $D$ consists to transmit a piece of information from $s$ to all nodes in $D$ using the communication facilities of the network. Broadcasting is the particular case in which the destination-set is composed of all nodes. Given a set of nodes $D$, gossiping in $D$ consists to perform multicast from $s$ to $D$, for every node $s \in D$. These communication patterns are basic operations upon which network applications are frequently based, and they hence gave rise to a vast literature, covering both applied and fundamental aspects of the problem (cf. [10, 25] and [18], respectively).

A standard communication model assumes the network to be a connected graph $G = (V, E)$. Transmissions proceed by synchronous calls between the nodes of the network. It is generally assumed that (1) a call involves exactly two nodes, (2) a node can participate to at most one call at a time (single-port constraint), and (3) the duration of a call is 1 (assuming that the two nodes involved in the call exchange a constant amount of information). Two main variants of this model have then been investigated: the local model and the line model. The former states that calls can be placed between neighboring nodes only, whereas the latter allows calls to be placed between non-neighboring nodes.
(i.e., a call is a path in the graph \( G \), whose two extremities are the “caller” and the “callee”). The local model aims to model switching technologies such as store-and-forward, whereas the line model aims to model “distance-insensitive” switching technologies such as circuit-switching, wormhole, single-hop WDM in optical networks, and virtual paths in ATM networks. For both variants, the notion of time is captured by counting communication rounds, where round \( t \) is defined as the set of all calls performed between time \( t-1 \) and time \( t \), \( t = 1, 2, \ldots \). A multicast (resp., broadcast, gossip) protocol is simply described by the list of calls performed in the graph to complete multicast (resp., broadcast, gossip).

**Notation.** We denote by \( m_s(G, D) \) the minimum number of rounds required to perform multicast from \( s \) to \( D \subseteq V \) in \( G = (V, E) \). Similarly, we denote by \( b_s(G) \) the minimum number of rounds required to perform broadcast from \( s \) in \( G \), that is \( b_s(G) = m_s(G, V) \). Finally, we denote by \( g(G, D) \) the minimum number of rounds required to perform gossip among the nodes of \( D \). If \( D = V \), \( g(G, V) \) is simplified in \( g(G) \).

Of course, these numbers depend on whether we consider the local or the line model. This will be specified later.

**Definition 1.** The multicast problem is defined as follows. Given any graph \( G = (V, E) \), any source-node \( s \in V \), and any destination-set \( D \subseteq V \), compute a multicast protocol from \( s \) to \( D \) performing in \( m_s(G, D) \) rounds. The broadcast and gossip problems are defined similarly.

These problems are inherently difficult, and only approximated solutions can be expected in polynomial time.

**Definition 2.** An algorithm for the multicast problem is a \( \rho \)-approximation algorithm if, for any instance \( (G, s, D) \) of the problem, it returns a multicast protocol from \( s \) to \( D \) in \( G \) which completes in at most \( \rho \cdot m_s(G, D) \) rounds. Approximation algorithms for the broadcast and gossip problems are defined similarly.

A large literature has been devoted to the description of broadcast and gossip protocols performing in a small number of rounds. Under the local model, many authors have considered specific topologies (see, e.g., [4,15,18,19]), but lots of efforts have also been made to derive approximation algorithms for arbitrary topologies [1,2,24,27,28]. The line model has also been very much investigated, in its two variants: the edge-disjoint paths mode [3,5,7,18,19,13,22,26], and the vertex-disjoint paths mode [5,6,20,21,23,24]. The former mode specifies that the paths joining the participants of simultaneous calls must be pairwise edge-disjoint, whereas the latter specifies that they must be pairwise vertex-disjoint.

The vertex-disjoint paths mode is motivated by several studies which pointed out that avoiding node-congestion is a critical issue, especially in the context of several multicasts occurring simultaneously. The remaining of this paper is entirely dedicated to this latter communication mode. Let us hence recall the model so that no ambiguity should result from it.

**Definition 3.** (Vertex-disjoint paths mode.) Communications proceed by sequence of synchronous calls of duration 1. A call involves exactly two nodes,
the caller and the callee, and a unit piece of information can be transmitted from the caller to the callee during the call. The two participants of a call can be at distance greater than one in the network, i.e., a call is a path (non necessarily minimal) between the caller and the callee. Any two simultaneous calls (i.e., paths) must be vertex-disjoint. A round, i.e., a set of calls performed simultaneously, is therefore a set of pairs of nodes that are matched by pairwise vertex-disjoint paths.

Although the vertex-disjoint paths mode allows fast broadcast in some networks (e.g., \(\lfloor \log_2 n \rfloor\) rounds in the ring \(C_n\)), there are networks which require \(\Omega(n)\) rounds to perform broadcast (e.g., the star \(S_n\) of \(n\) nodes requires \(n - 1\) rounds). The vertex-disjoint paths mode can hence be very slow or very fast depending on the network, and this is true even if we restrict the study to specific families of graphs such as trees or interval graphs. The multicast, broadcast and gossip problems are actually NP-complete in arbitrary graphs, and hence lots of efforts have been devoted to specific topologies (cf. [20,21]) and to trees (cf. [5,6]). For arbitrary graphs, lower bounds for the gossip problem if calls can transmit an unbounded number of pieces of information can be found in [23]. As far as the broadcast problem is concerned, Kortsarz and Peleg [24] have shown that there exists a polynomial-time \(O(\frac{\log n}{\log \log n})\)-approximation algorithm.

The main contributions of this paper are the following:

1. We derive a polynomial-time \(O(\frac{\log |D|}{\log OPT})\)-approximation algorithm for the multicast problem. This improves the best previously known approximation algorithm for minimum-time broadcast [24], and yields a constant approximation ratio for graphs of broadcast time \(OPT = \Omega(n^\epsilon), \epsilon > 0\). Our algorithm is based on an algorithm by Fürer and Raghavachari [17] for the Minimum Degree Spanning Tree (MDST) problem.

2. We show that the nature of the multicast problem considerably changes from undirected to directed networks. In the latter case, we prove that, unless \(NP \subseteq DTIME(n^{\log \log n})\), optimal solutions of the multicast problem cannot be approximated in polynomial time within less than an \(\Omega(\log n)\) multiplicative factor. This result is obtained from an approximation threshold for the Minimum Set Cover problem due to Feige [12]. Nevertheless, we extend our approximation algorithm to directed graphs, though for the broadcast problem only. We note that this extension does not hold with the protocol in [24].

3. Beside the study of information dissemination problems, a direct consequence of our lower bound on the approximation ratio for the multicast problem is that the optimal solution of the Steiner version of the MDST problem in digraphs cannot be approximated in polynomial time within less than an \(\Omega(\log n)\) multiplicative factor, nor within less than an \(\Omega(\log n \log \log n)\) additive factor, again unless problems in NP can be solved in slightly more than polynomial time.

4. Finally, we show that the minimum gossip time can be approximated within a constant multiplicative factor in undirected networks.

Section 2 presents our \(O(\frac{\log n}{\log OPT})\)-approximation algorithm for the multicast problem. Section 3 revisits the multicast problem in directed networks, an
includes the lower bounds on the approximation ratio of the MDST problem. Section 4 presents our $O(1)$-approximation algorithm for the gossip problem. Finally, Section 5 contains some concluding remarks.

2 Approximation Algorithm

Let us start by computing a lower bound on the number of rounds required for multicasting.

Notation. Given any graph $G = (V, E)$, and any set $D \subseteq V$, let $\Delta_{\text{min}}(G, D)$ be the smallest integer $k$ such that there exists a tree of maximum degree $k$, spanning $D$ in $G$. If $D = V$, then $\Delta_{\text{min}}(G, D)$ is simplified in $\Delta_{\text{min}}(G)$. $\Delta_{\text{min}}(G, D)$ is abbreviated in $\Delta_{\text{min}}$ if no confusion can arise from this simplification.

In the remaining of the paper, we assume, w.l.o.g., that $s \in D$.

Lemma 1. Let $G = (V, E)$, $s \in V$, and $D \subseteq V$. We have $m_s(G, D) \geq \max\{\lceil \log_2 |D| \rceil, \lceil \Delta_{\text{min}}/2 \rceil\}$.

Proof. The single-port constraint implies that at least $\lceil \log_2 |D| \rceil$ rounds are required because the maximum number of informed nodes can at most double at each round. Let $\mathcal{M}$ be an optimal multicast protocol from $s$ to $D$ in $G$, that is a protocol performing in $m_s(G, D)$ rounds. Let $H$ be the graph induced by the union of all the calls, i.e., all the paths, of $\mathcal{M}$. $H$ is a connected subgraph of $G$ which spans $D$. Let $\Delta$ be the maximum degree of the nodes in $H$. The vertex-disjoint constraint implies that $\mathcal{M}$ completes in at least $\lceil \Delta/2 \rceil$ rounds. Therefore, since $\Delta_{\text{min}} \leq \Delta$, $\mathcal{M}$ completes in at least $\lceil \Delta_{\text{min}}/2 \rceil$ rounds. □

It is trivial observation that multicasting in Hamiltonian graphs can be done in $\lceil \log_2 |D| \rceil$ rounds by just using an Hamiltonian cycle. Actually, multicasting can also be achieved in $\lceil \log_2 |D| \rceil$ rounds if there is an Hamiltonian partial subgraph of $G$ spanning $D$. Our approximation algorithm for the multicast problem is based on approximated solutions for the Minimum Degree Spanning Tree problem (MDST for short) defined as follows. We are given a graph $G = (V, E)$, and we are looking for a spanning tree whose maximum degree is $\Delta_{\text{min}}(G)$. In the Steiner version of the problem, we are given a graph $G = (V, E)$, and a vertex-set $D \subseteq V$, and we are looking for a tree spanning $D$ whose maximum degree is $\Delta_{\text{min}}(G, D)$. A $(\rho, r)$-approximation algorithm for the MDST problem is an algorithm which, given $G$ and $D$, returns a tree spanning $D$ and of maximum degree at most $\rho \cdot \Delta_{\text{min}}(G, D) + r$.

Lemma 2. (Fürer and Raghavachari [17]) There exists a polynomial-time $(1, 1)$-approximation algorithm for the Steiner version of the MDST problem in graphs.

Lemma 3. Let $t(n)$ be the complexity of an $(1, 1)$-approximation algorithm for the Steiner version of the MDST problem in $n$-node graphs. For any $m$, $2 \leq m < n$, there exists a $t(n)$-time algorithm which, for any $n$-node graph $G = (V, E)$, any set $D \subseteq V$, and any node $s \in V$, returns a multicast protocol from $s$ to $D$ which performs in $O\left((m + \log |D| + \Delta_{\text{min}})^{\log |D| / \log m}\right)$ rounds.
Proof. Let $G$ be an $n$-node graph, and $2 \leq m < n$. Let $T$ be a tree of degree $\Delta_{\text{min}} + 1$ spanning $D$ in $G$. Consider $T$ as rooted at $s$. The proof simply consists to show how to construct a multicast protocol from $s$ to $D$ in $T$ which performs in $O\left((m + \log |D| + \Delta_{\text{min}})\frac{\log |D|}{\log m}\right)$ rounds. We look for subtrees of $T$ containing at most $|D|/m$ destination nodes. For that purpose, we perform a depth-first search (DFS) traversal of $T$, starting from $s$, with the following restriction: we visit a child of the current node $x$ if and only if the subtree $T_x$ of $T$, rooted at $x$, contains at least $|D|/m$ destination nodes. The visited nodes form a subtree $T'$ of $T$. The leaves of $T'$ are roots of subtrees of $T$ containing at least $|D|/m$ destination nodes. Let $T''$ be the subgraph of $T$ composed of $T'$ plus all the children of the nodes in $T'$. We describe a 3-phase multicast protocol from $s$ to the leaves of $T''$, performing in at most $O(m + \log |D| + \Delta_{\text{min}})$ rounds.

Phase 1 is a multicast from $s$ to all the leaves of $T'$. Node $s$ proceeds sequentially by calling successively every leaf. The number of leaves of $T'$ is at most $m$ because every leaf is the root of a subtree of $T$ of at least $|D|/m$ destination nodes, and there are $|D|$ destination nodes in total. Therefore, Phase 1 takes at most $m$ rounds.

Phase 2 consists to inform specific nodes of $T'$, from its leaves. For that purpose, observe that, given any tree, one can decompose the tree in a set $\mathcal{P}$ of pairwise vertex-disjoint paths so that every internal node is linked to exactly one leaf by exactly one path in $\mathcal{P}$. This operation is called a path-decomposition of the tree. Given a path-decomposition $\mathcal{P}$ of $T'$, Phase 2 is performed as follows. For every leaf $x$, let $P_x$ be the path of $\mathcal{P}$ containing $x$. Each leaf $x$ performs a multicast in $P_x$ to all nodes of $P_x$ that either belong to $D$, or have at least one child in $T''$. Since there are at most $|D|$ such nodes along each path $P_x$, Phase 2 completes in at most $\lceil\log_2 |D|\rceil$ rounds.

Phase 3 consists to inform leaves of $T''$ from nodes of $T'$. For that purpose, every node of $T'$ which is aware of the message after Phases 1 and 2 informs all its children in $T''$. Since every node in $T$ has a degree at most $\Delta_{\text{min}} + 1$, Phase 3 takes at most $\Delta_{\text{min}} + 1$ rounds.

Once this 3-phase multicast protocol is completed, we are left with multicast problems in subtrees of $T$ containing at most $|D|/m$ destination nodes. Multicasts in these trees can be performed in parallel. The whole multicast protocol results of at most $\frac{\log |D|}{\log m}$ repetitions of this strategy.

The construction of the protocol requires $t(n)$ time to construct the tree $T$. We use $O(n)$ time to count the number of destination nodes in every subtree $T_x$ of $T$, $x \in V(T)$. The path-decomposition $\mathcal{P}$ can be constructed in $O(|V(T'')|)$ time, and each multicast protocol along $P_x \in \mathcal{P}$ can be computed in $O(|P_x|)$ time. It results that, once $T$ is set up, the whole multicast protocol can be computed in $O(n)$ time. So the total complexity of the construction is dominated by the extraction of the MDST of $D$ in $G$. \hfill $\square$

For $D = V$, by choosing $m = \log n$, lemmas 1, 2 and 4 together show that there exists a polynomial-time $O\left(\frac{\log n}{\log \log n}\right)$-approximation algorithm for the broadcast problem, as already shown by Kortsarz and Peleg [24], using other techniques. For the multicast problem, $m = \log |D|$ yields a polynomial-time $O\left(\frac{\log |D|}{\log \log |D|}\right)$-
approximation algorithm. More interestingly, Lemma 3 allows $m$ to be tuned to get a smaller approximation ratio.

**Theorem 1.** Let $t(n)$ be the complexity of an $(1,1)$-approximation algorithm for Steiner version of the MDST problem in $n$-node graphs. There exists a $t(n)$-time $O(\frac{\log |D|}{\log OPT})$-approximation algorithm for the multicast problem.

**Proof.** Let $G = (V, E)$, $s \in V$, and $D \subseteq V$, and let $OPT = m_s(G, D)$. Applying Lemma 3 with $m = \log |D|$ results in a multicast protocol $M$ from $s$ to $D$ in $G$ which completes in time $t = O(\frac{\log |D|}{\log OPT} \cdot OPT)$. Thus

$$\frac{1}{c} t \log \log |D| \leq OPT \leq t$$

where $c$ is a positive constant. There are two cases:

- **Case 1:** $t \leq c \frac{\log^3 |D|}{\log \log |D|}$. In this case, $log OPT = \Theta(\log \log |D|)$, and thus $M$ completes in at most $O(\frac{\log |D|}{\log OPT} \cdot OPT)$ rounds.

- **Case 2:** $t > c \frac{\log^3 |D|}{\log \log |D|}$. In this case, $OPT > \log^2 |D|$. Then we re-apply Lemma 3 with $m = \frac{1}{c} t \frac{\log |D|}{\log |D|} \leq OPT$. The resulting multicast protocol $M'$ completes in

$$O\left(\frac{OPT \log |D|}{\log t - \log \log |D| + \log \log \log |D| - \log c}\right)$$

rounds. We have $\log t \geq \log OPT$, and thus $M'$ completes in at most $O(\frac{\log |D|}{R} \cdot OPT)$ rounds where

$$R = \log OPT - \log \log |D| + \log \log \log |D| - \log c.$$

Since $OPT > \log^2 |D|$, $\frac{1}{2} \log OPT > \log \log |D|$, and thus $R > \frac{1}{2} \log OPT + \log \log \log |D| - \log c$, that is $R = \Omega(\log OPT)$. Therefore, $M'$ completes in at most $O(\frac{\log |D|}{\log OPT} \cdot OPT)$ rounds. \qed

**Remark.** From Lemma 2, $t(n)$ can be chosen to be polynomial.

We note that trees deserve a specific attention in the context of broadcast and multicast. Indeed, most of the multicast protocols for Internet are based on a tree connecting the destination nodes. Unfortunately, we were not able to prove that the multicast problem in trees is NP-complete, nor to prove that it is in P. In particular, the merging method presented in [7,9] does not seem to apply in this context. However, one can prove the following:

**Theorem 2.** There exists an $O(n \log n)$-time 3-approximation algorithm for the multicast problem in trees. More precisely, the approximation algorithm returns a protocol that is optimal up to an additive factor of $2\frac{\log |D|}{\log_2 |D|}$.

Due to lack of space, the proof is omitted, but can be found in [14].
3 Broadcast and Multicast in Directed Networks

A natural question that arises in this context, is how far can we extend Theorem 1 to directed networks. Surprisingly, we show that such an extension is not doable unless all problems in NP can be solved in time slightly larger than polynomial. The proof is based on an inapproximability threshold for the Minimum Set Cover problem (MSC for short). Let us recall that, in the MSC problem, we are given a collection \( C \) of subsets of a set \( S \), and we are looking for the smallest set \( C_{\text{min}} \subseteq C \) such that every element of \( S \) belongs to at least one set of \( C_{\text{min}} \). Feige [12] has shown the following:

**Lemma 4.** (Feige [12]) Unless \( \text{NP} \subset \text{DTIME}(n^{\log \log n}) \), the optimal solution of the MSC problem is not approximable in polynomial time within \( (1 - \epsilon) \log |S| \) for any \( \epsilon > 0 \).

**Theorem 3.** Unless \( \text{NP} \subset \text{DTIME}(n^{\log \log n}) \), the optimal solution of the minimum-time multicast problem in digraphs is not approximable in polynomial time within \( (1 - \epsilon) \log |D| \) for any \( \epsilon > 0 \).

**Proof.** Let \((S, C)\) be an instance of the Minimum Set Cover problem. Let \( G = (V, E) \) be the directed graph of \( O(k \cdot |C| \cdot |S|) \) vertices obtained from \((S, C)\) as follows (\( k \) will be specified later). \( G \) consists of \( k \) “branches” attached to a center node \( v \). Each branch \( B \) is a copy of a graph of \( O(|S| \cdot |C|) \) vertices constructed as follows. Let \( B_0 = (V_0, E_0) \) where \( V_0 = \{v\} \cup C \cup S \) and \( E_0 = \{(v, C), C \in C\} \cup \{(C, s), C \in C, s \in C\} \).

\( B \) is obtained from \( B_0 \) by replacing, for every \( C \in C \), the star \( \{(C, s), s \in C\} \) by a binomial tree of at most \( 2|C| \) nodes, whose root is \( C \), whose leaves are the nodes \( s \in C \), and whose edges are directed from the root toward the leaves. (If \( |C| \) is not a power of 2, then the binomial tree is pruned so that it contains \(|C| \) leaves.) Since \( |C| \leq |S| \), \( B \) has at most \( O(|S| \cdot |C|) \) vertices, and the whole digraph \( G \) has at most \( O(k \cdot |S| \cdot |C|) \) vertices. The construction of the multicast instance is completed by setting the source-node to \( v \) and the destination-set \( D \) to the \( k|S| \) nodes of the \( k \) copies of \( S \) (one copy in each branch).

We have

\[
m_v(G, D) \leq k|C_{\text{min}}| + \log |S|.
\]

Indeed, given \( C_{\text{min}} \), the source \( v \) sequentially informs the nodes of \( C_{\text{min}} \) in each of the \( k \) branches. This takes \( k|C_{\text{min}}| \) rounds. Once informed, every node \( C \in C_{\text{min}} \) multicasts to all nodes \( s \in C \) in \( \log |C| \) rounds using the binomial tree rooted at \( C \).

Let \( A \) be a \( \rho \)-approximation algorithm for the multicast problem. Applied on \((G, v, D)\), \( A \) returns a multicast protocol \( M \) from \( v \) to \( D \) which performs in at most \( \rho \cdot m_v(G, D) \) rounds. Moreover, \( M \) determines a collection \( C_1, \ldots, C_k \) of subsets of \( C \), one for each of the \( k \) branches: \( C_i^* \) is defined as the subset of nodes in the \( i \)th copy of \( C \) which received a call, or which were traversed by a call,
during the execution of $\mathcal{M}$. By construction, each $C_i^*$ covers $S$. Let $C^*$ be such that $|C^*| = \min_{1 \leq i \leq k} |C_i^*|$. The single-port constraint implies that $\mathcal{M}$ completes in at least $k|C^*|$ rounds by definition of $C^*$. Therefore, from Inequality $\Box$, $A$ computes $C^*$ with 

$$k|C^*| \leq \rho \cdot (k|C_{\min}| + \lceil \log_2 |S| \rceil).$$

Therefore,

$$\frac{|C^*|}{|C_{\min}|} \leq \rho \left( 1 + \frac{\lceil \log_2 |S| \rceil}{k} \right).$$

In other words, for any $\epsilon > 0$, by choosing $k \simeq \log |S|/\epsilon$, $A$ allows to approximate $|C_{\min}|$ within $\rho(1 + \epsilon)$. Lemma $\Box$ then yields $\rho \geq (1 - \epsilon) \ln |S|$ for any $\epsilon > 0$. We have $|D| = k|S| + 1$, and thus $\ln |D| = \ln |S| + o(\log |S|)$, which completes the proof. $\Box$

\textbf{Remark.} One can check in [12] that Feige’s Lemma still holds for instances $(S, C)$ such that $|C| \leq |S|$. The proof of Theorem $\Box$ hence yields an $\Omega(\log n)$ lower bound for the approximation ratio of the multicast problem.

Despite the negative result of Theorem $\Box$, we extend Theorem $\Box$ to directed graphs, though for the broadcast problem only. The MDST problem in directed graphs is defined as follows: we are given a digraph $G = (V, E)$ and a node $s \in V$, and we are looking for a directed spanning tree rooted at $s$ (i.e., whose edges are directed from the root towards the leaves) whose maximum degree is the smallest among all directed spanning trees rooted at $s$. The following lemma is a variant of Lemma $\Box$ dedicated to directed graphs.

\textbf{Lemma 5.} (F"urier and Raghavachari [16]) There exists a polynomial-time $(1, \log n)$-approximation algorithm for the MDST problem in digraphs.

Note that this lemma does not apply to the Steiner version of the MDST problem. Nevertheless, it allows to prove the following:

\textbf{Theorem 4.} Let $t(n)$ be the complexity of an $(1, \log n)$-approximation algorithm for the MDST problem in $n$-node directed graphs. There exists an $t(n)$-time $O(\frac{\log n}{\log \text{OPT}})$-approximation algorithm for the broadcast problem in directed graphs.

\textbf{Proof.} First note that, using the same technique as in the proof of Lemma $\Box$, we get that the broadcast time from any source $s$ is at least $\lceil \log_2 n \rceil$, and at least the out-degree of a MDST rooted at $s$. The proof then follows the same guidelines as the proofs of Theorem $\Box$ and Lemma $\Box$ by replacing the use of Lemma $\Box$ by Lemma $\Box$. The proof of Lemma $\Box$ must also be slightly modified because Phase 2 involves calls from the leaves toward the root, that is calls proceeding upward the tree. We use the following result due to Kortsarz and Peleg:

\textbf{Lemma 6.} (Kortsarz and Peleg [24]) Given any directed tree $T$ rooted at $s$ and whose edges are directed from $s$ toward the leaves, broadcasting from $s$ to $T$ requires at most $2L + \lceil \log_2 n \rceil$ rounds, where $L$ is the number of leaves of $T$. Moreover, a $(2L + \lceil \log_2 n \rceil)$-round protocol can be computed in $O(n)$ time.

Using that lemma, the proof of Theorem $\Box$ works the same as the proofs of Lemma $\Box$ and Theorem $\Box$. $\Box$
Fürer and Raghavachari let as an open problem in [17] the possible extension to directed graphs of their (1,1)-approximation algorithm for the Steiner version of the MDST problem in undirected graphs. Theorems 3 and 4 show that the answer is negative. Indeed, we have:

**Corollary 1.** Unless \( \text{NP} \subseteq D\text{TIME}(n^{\log \log n}) \), any polynomial-time \((1/r)\)-approximation algorithm for the Steiner version of the MDST problem in directed graphs satisfies \( r = \Omega(\log |D| \log \log |D|) \).

**Proof.** Given a \((1, \alpha \cdot \log |D|)\)-approximation algorithm for the Steiner version of the MDST problem in directed graphs, the construction of Theorem 4 with \( m = \log |D| \) yields a \( \rho \)-approximation algorithm for the multicast problem with \( \rho = O\left(\alpha \cdot \frac{\log |D|}{\log \log |D|}\right) \). From Theorem 3, \( \alpha \geq \Omega(\log \log |D|) \).

The proof of Corollary 1 also shows that any polynomial-time \( \rho \)-approximation algorithm for the Steiner version of the MDST problem in directed graphs satisfies \( \rho \geq \Omega(\log \log |D|) \). The next result shows how to obtain a better lower bound with an ad hoc construction.

**Theorem 5.** Unless \( \text{NP} \subseteq D\text{TIME}(n^{\log \log n}) \), the optimal solution of the Steiner version of the MDST problem in directed graphs is not approximable in polynomial time within \( (1 - \epsilon) \ln |D| \) for any \( \epsilon > 0 \).

**Proof.** By simple reduction from MSC (see [14] for more details).

**Remark.** Again, since Feige’s Lemma still holds for instances \((S, C)\) such that \(|C| \leq |S|\), Theorem 4 yields an \( \Omega(\log n) \) lower bound for the approximation ratio of the Steiner version of the MDST problem in digraphs.

Up to our knowledge, there is no polynomial-time \( O(\log n) \)-approximation algorithm for the Steiner version of the MDST problem in digraphs.

## 4 Gossip Problem

Trivially, we have \( g(G, D) \geq |D| - 1 \) since every node must receive \( |D| - 1 \) information. The next lemma improves this lower bound.

**Lemma 7.** Given \( G = (V, E) \) and \( D \subseteq V \), \( g(G, D) \geq \frac{1}{2} |D| (\Delta_{\text{min}} - 1) \).

**Proof.** Let \( \mathcal{P} \) be an optimal gossip protocol in \( D \). For every source \( s \in D \), let \( G_s \) be the subgraph of \( G \) induced by the union of all the calls of \( \mathcal{P} \) carrying the message of \( s \). \( G_s \) spans \( D \), and \( \mathcal{P} \) completes in at least \( \frac{1}{2} \max_{v \in V} \sum_{s \in D} \deg_{G_s}(v) \) rounds. Let us show that this sum is in \( \Omega(|D| \Delta_{\text{min}}) \). For that purpose, for any \( S \subseteq V \), define \( c(G \setminus S) \) as the number of connected components of \( G \setminus S \) containing at least one node in \( D \). Then let \( S^* \subseteq V \) be such that

\[
    c(G \setminus S^*) / |S^*| = \min_{S \neq \emptyset} c(G \setminus S) / |S|.
\]

It is shown in [16] that \( c(G \setminus S^*) / |S^*| \leq \Delta_{\text{min}} \leq 1 + c(G \setminus S^*) / |S^*| \). Let \( \mathcal{F} \) be any family of \( |D| \) subgraphs of \( G \), each of them spanning \( D \). We have

\[
    \sum_{H \in \mathcal{F}} \sum_{v \in S^*} \deg_H(v) \geq |D| \cdot c(G \setminus S^*).
\]
Therefore there exists $v^* \in S^*$ such that
\[
\sum_{H \in \mathcal{H}} \deg_H(v^*) \geq |D| c(G \setminus S^*)/\lvert S^* \rvert \geq |D|(\Delta_{\text{min}} - 1).
\]
Therefore $\max_{v \in V} \sum_{s \in D} \deg_{G_s}(v) \geq |D|(\Delta_{\text{min}} - 1)$ which completes the proof.

\textbf{Theorem 6.} Let $t(n)$ be the complexity of an (1, 1)-approximation algorithm for the MDST problem in $n$-node graphs. There exists a $t(n)$-time $O(1)$-approximation algorithm for the gossip problem.

Again, by Lemma 2, $t(n)$ can be chosen to be polynomial.

\textbf{Proof.} Let $G = (V, E)$ be any graph, and let $D \subseteq V$. Let $T$ be a tree of degree $\Delta$ that spans $D$ in $G$. Let $s$ be any node of $D$. Gossiping in $D$ can be performed in two phases: Phase 1: Accumulation in $s$ of all the messages of $D$; Phase 2: Broadcasting from $s$ to $D$ of the $|D|$ messages accumulated during Phase 1. Phase 1 requires $|D| - 1$ rounds. By pipelining along the edges of a tree $T$ of maximum degree $\Delta \leq \Delta_{\text{min}} + 1$, Phase 2 can be performed in $O(|D|\Delta_{\text{min}})$ rounds. From Lemma 7, this protocol is optimal within a constant multiplicative factor. (For more details, see [14]).

\section{Conclusion and Further Research}

Many problems remain open: (1) Can we approximate the optimal solution of the multicast problem in graphs within a constant factor? (2) Can we approximate the optimal solution of the multicast problem in digraphs within an $O(\log |D|)$ factor? (3) Can we describe a polynomial approximation scheme for the gossip problem in graphs? In addition to these problems, we want to point out that, although approximation algorithms are usually preferred to heuristics, there are known heuristics for broadcasting and gossiping in the local model that perform very well in general. We therefore believe that the following heuristic for broadcasting under the vertex-disjoint paths mode should be worth to experiment:

\textbf{While} $|D| > 1$ \textbf{do}
\begin{enumerate}
  \item Find the maximum number of vertex-disjoint paths connecting pairs of nodes in $D$;
  \item For each of these paths do select one extremity of the path and remove the other from $D$;
\end{enumerate}
\textbf{End.}

Note that Instruction (1) can be performed in polynomial time by using the algorithm in [29]. A broadcast protocol is obtained from this iteration by reversing the process, i.e., if $D_i$ is the set of nodes selected at the $i$th iteration, and if $D_k = \{v\}$ is the set of nodes remaining after the last iteration, then broadcasting from $u$ consists of (1) $u$ calls $v$, and (2) for $i = k$ down to 1, every node in $D_i$ calls its “matched node” in $D_{i-1}$.
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Abstract. We study the completion time of broadcast operations on Static Ad-Hoc Wireless Networks in presence of unpredictable and dynamical faults. As for oblivious fault-tolerant distributed protocols, we provide an $\Omega(Dn)$ lower bound where $n$ is the number of nodes of the network and $D$ is the source eccentricity in the fault-free part of the network. Rather surprisingly, this lower bound implies that the simple Round Robin protocol, working in $O(Dn)$ time, is an optimal fault-tolerant oblivious protocol. Then, we demonstrate that networks of $o(n/\log n)$ maximum in-degree admit faster oblivious protocols. Indeed, we derive an oblivious protocol having $O(D \min\{n, \Delta \log n\})$ completion time on any network of maximum in-degree $\Delta$. Finally, we address the question whether adaptive protocols can be faster than oblivious ones. We show that the answer is negative at least in the general setting: we indeed prove an $\Omega(Dn)$ lower bound when $D = \Theta(\sqrt{n})$. This clearly implies that no (adaptive) protocol can achieve, in general, $o(Dn)$ completion time.

1 Introduction

Static ad-hoc wireless networks (in short, wireless networks) have been the subject of several works in recent years due to their potential applications in scenarios such as battlefields, emergency disaster relief, and in any situation in which it is very difficult (or impossible) to provide the necessary infrastructure [19, 21]. As in other network models, a challenging task is to enable fast and reliable communication.

A wireless network can be modeled as a directed graph $G$ where an edge $(u,v)$ exists if and only if $u$ can communicate with $v$ in one hop. Communication between two stations that are not adjacent can be achieved by multi-hop transmissions. A useful (and sometimes unavoidable) paradigm of wireless communication is the structuring of communication into synchronous time-slots. This

* Research partially supported by the Italian MURST Project “REACTION” and the EC RTN Project “ARACNE”.
paradigm is commonly adopted in the practical design of protocols and hence
its use in theoretical analysis is well motivated. In every time-slot, each active node may perform local computations and either transmit a message
along all of its outgoing edges or try to recover messages from all its incoming
edges (the last two operations are carried out by means of an omnidirectional
antenna). This feature is extremely attractive in its broadcast nature: a single
transmission by a node could be received by all its neighbors within one time-
slot. However, since a single radio frequency is typically used, when two or more
neighbors of a node are transmitting at the same time-slot, a collision occurs and
the message is lost. So, a node can recover a message from one of its incoming
edges if and only if this edge is the only one bringing in a message.

One of the fundamental tasks in wireless network communication is the broadcast operation. It consists in transmitting a message from one source node to all
the nodes. Most of the proposed broadcast protocols in wireless networks con-
cern the case in which the network is fault-free. However, wireless networks are
typically adopted in scenarios where unpredictable node and link faults happen
very frequently.

Node failures happen when some hardware or software component of a station
does not work, while link failures are due to the presence of a new (artificial or
natural) hurdle that does not allow the communication along that link. Typically,
while it is reasonable to assume that nodes know the initial topology of the
network, they know nothing about the duration and the location (in the network)
of the faults. Such faults may clearly happen at any instant, even during the execution of a protocol. In the sequel, such kind of faults will be called dynamical faults or, simply, faults.

The (worst-case) completion-time of a fault-tolerant broadcasting protocol on
a graph $G$ is defined as the maximum number (over all possible fault patterns)
of time-slots required to inform all nodes in the fault-free part of the network
which are reachable from the source (a more formal definition will be given in
Sect. 1.3). The aim of this paper is thus to investigate the completion time of
such broadcast protocols in presence of dynamical faults.

1.1 Previous Results

(Fault-free) broadcasting. We will mention only the best results which are
presently known for the fault-free model. An $O(D + \log^2 n)$ upper bound on the
completion time for $n$-node networks of source eccentricity $D$ is proved in [12].
The source eccentricity is the maximum oriented distance (i.e. number of hops)
from the source $s$ to a reachable node of the network. Notice that $D$ is a trivial
lower bound for the broadcast operation.

In [7], the authors give a protocol that completes broadcasting within time $O(D \log \Delta \log(n/D))$, where $\Delta$ denotes the maximal in-degree of the network.
This bound cannot be improved in general: [11] provides an $\Omega(\log^2 n)$ lower bound
that holds for graphs of maximal eccentricity $D = 2$.

In [3], the authors show that scheduling an optimal broadcast is NP-hard.
The APX-hardness of the problem is proved in [4].
Permanent-fault tolerant broadcasting. A node has a permanent fault if it never sends or receives messages since the beginning of the execution of the protocol. In [13], the authors consider the broadcasting operation in presence of permanent unknown node faults for two restricted classes of networks: linear and square (or hexagonal) meshes. They consider both oblivious and adaptive protocols. In the former case, all transmissions are scheduled in advance; in particular, the action of a node in a given time-slot is independent of the messages received so far. In the latter case, nodes can decide their action also depending on the messages received so far. For both cases, the authors assume the existence of a bound \( t \) on the number of faults and, then, they derive a \( \Theta(D + t) \) bound for oblivious protocols and a \( \Theta(D + \log \min\{\Delta, t\}) \) bound for adaptive protocols, where, in this case (and in the sequel), \( D \) denotes the source eccentricity in the fault-free part of the network, i.e., the residual eccentricity.

More recently, the issue of permanent-fault tolerant broadcasting on general networks has been studied in [4,5,6,8]. Indeed, in these papers, several lower and upper bounds on the completion time of broadcasting are obtained on the unknown fault-free network model. A wireless network is said to be unknown when every node knows nothing about the network but its own label. Even though it has never been observed, it is easy to show that a broadcasting protocol for unknown fault-free networks is also a permanent-fault tolerant protocol for general (known) networks and vice versa. So, the results obtained in the unknown model immediately apply to the permanent-fault tolerance issue. In particular, one of the results in [8] can be interpreted as showing the existence of an infinite family of networks for which any permanent-fault tolerant protocol is forced to perform \( \Omega(n \log D) \) time-slots to complete broadcast. The best general upper bound for permanent-fault tolerant protocols is \( O(n \log^2 n) \) [6]. This protocol is thus almost optimal when \( D = \Omega(n^\alpha) \) for any constant \( \alpha > 0 \). In [8], the authors provide a permanent-fault tolerant protocol having \( O(D \Delta \log^2 n) \) completion time on any network of maximum in-degree \( \Delta \).

Other models. A different kind of fault-tolerant broadcasting is studied in [17]: they in fact introduce fault-tolerant protocols that work under the assumption that all faults are eventually repaired. The protocols are not analyzed from the point of view of worst-case completion time. Finally, in [15], the case in which broadcasting messages may be corrupted with some probability distribution is studied.

Dynamical-fault tolerance broadcasting. We observe that permanent faults are special cases of dynamical faults and, moreover, we emphasize that all the above protocols do not work in presence of dynamical faults. This is mainly due to the collisions yielded by any unpredictable wake-up of a faulty node/link during the protocol execution.

To the best of our knowledge, broadcasting on arbitrary wireless networks in presence of dynamical faults has never been studied before.

1.2 Our Results

Oblivious protocols. A simple oblivious (dynamical-)Fault-tolerant Distributed Broadcasting (FDB) protocol relies on the Round Robin scheduling: given an n-
node network $G$ and a source node $s$, the protocol runs a sequence of consecutive identical phases; each phase consists of $n$ time-slots and, during the $i$-th time slot ($i = 1, \ldots, n$), node $i$, if informed, acts as transmitter while all the other nodes work as receivers. It is not hard to show that, for any fault pattern yielding residual source eccentricity $D$, the Round Robin protocol completes broadcasting on $G$, after $D$ phases (so, after $Dn$ time-slots). One may think that this simple oblivious FDB protocol is not efficient (or, at least, not optimal) since it does never exploit simultaneous transmissions.

Rather surprisingly, we show that, for any $n$ and for any $D < n$, it is possible to define an $n$-node network $G$, such that any oblivious FDB protocol requires $\Omega(Dn)$ time-slots to complete broadcast on $G$. It thus follows that the Round Robin protocol is optimal on general networks. The proof departs significantly from the techniques used in all previous related works (such as those used for the case of permanent-faults and based on selective families [4,8]): it in fact relies on a tight lower bound on the length of $D$-sequences (see Def. 4), a combinatorial tool that might have further applications in scheduling theory.

We then show that a broad class of wireless networks admits an oblivious FDB protocol which is faster than the Round Robin protocol. Indeed, we exploit small ad-hoc strongly-selective families, a variant of strongly-selective families (also known as superimposed codes [10,8,13]), in order to develop an oblivious FDB protocol that completes broadcasting within $O(D \min\{n, \Delta \log n\})$ time-slots, where $\Delta$ is the maximum in-degree of the input network. This protocol is thus faster than the Round Robin protocol for all networks such that $\Delta = o(n/\log n)$ and it is almost optimal for constant $\Delta$.

Adaptive protocols. In adaptive FDB protocols, nodes have the ability to decide their own scheduling as a function of the messages received so far. A natural and interesting question is whether adaptive FDB protocols are faster than oblivious ones. We give a partial negative answer to this question. We strengthen the connection between strong-selectivity and the task of fault-tolerant broadcasting: we indeed exploit the tight lower bound on the size of strongly-selective families, given in [8], to derive an $\Omega(Dn)$ lower bound for adaptive FDB protocols, when $D = \Theta(\sqrt{n})$. This implies that no (adaptive) FDB protocol can achieve $o(Dn)$ completion time on arbitrary networks.

1.3 Preliminaries

The aim of this subsection is to formalize the concept of FDB protocol and its completion time.

According to the fault-tolerance model adopted in the literature [14,18], an FDB protocol for a graph $G$ is a broadcasting protocol that, for any source $s$, and for any (node/link) fault pattern $F$, guarantees that every node, which is reachable from $s$ in the residual subgraph $G^F$, will receive the source message. A fault pattern $F$ is a function that maps every time-slot $t$ to the subset $F(t)$ of nodes and links that are faulty at time slot $t$. The residual subgraph $G^F$ is

---

1 A node is informed during a time-slot $t$ if it has received the source message in some time slot $t' < t$. 
the graph obtained from $G$ by removing all those nodes and links that belong to $F(t)$, for some time-slot $t$ during the execution of the protocol. The completion time of the protocol on a graph $G$ and source $s$ is the maximal (over all possible fault patterns) number of time-slots to perform the above task.

This definition implies that nodes that are not reachable from the source in the residual subgraph are not considered in the analysis of the completion time of FDB protocols. We emphasize that any attempt to consider a larger residual subgraph makes the worst-case completion time of any FDB protocol unbounded.

2 Oblivious Fault-Tolerant Protocols

2.1 Lower Bound

An oblivious protocol for an $n$-node network can be represented as a sequence $S = (S_1, S_2, \ldots, S_l)$ of transmissions, where $S_i \subseteq [n]$ is the set of nodes that transmit during the $i$-th time-slot and $l$ denotes the worst-case (w.r.t. all possible fault patterns) completion time. Wlog, we also assume that, if a node belongs to $S_t$ (so it should transmit at time-slot $t$) but it has not received the source message during the first $t - 1$ time-slots, then it will send no message at time-slot $t$.

In order to prove the lower bound, we consider the complete directed graphs $K_n$, $n \geq 1$. We first show that any oblivious FDB protocol $S$ on $K_n$ must satisfy the following property

**Definition 1.** A sequence $S = (S_1, S_2, \ldots, S_l)$ of subsets of $[n]$ is called a $D$-sequence for $[n]$ if, for each subset $H$ of $[n]$ with $|H| \leq D$ and each permutation $\pi = (\pi_1, \pi_2, \ldots, \pi_{|H|})$ of $H$, there exists a subsequence $(S_{i_1}, S_{i_2}, \ldots, S_{i_{|H|-1}})$ of $S$ such that

$$\pi_j \in S_{i_j} \quad \text{and} \quad S_{i_j} \subseteq H, \quad \text{for} \quad 1 \leq j < |H|.$$

**Lemma 1.** For every $n$ and every $D < n$, if $S$ is an oblivious protocol, which completes broadcast on the graph $K_n$, for every fault pattern yielding a residual source eccentricity at most $D$, then $S$ is a $D$-sequence for $[n]$.

**Proof.** Let $S = (S_1, S_2, \ldots, S_l)$ be an oblivious FDB protocol which completes broadcast on $K_n$ for every fault pattern yielding a residual subgraph of source eccentricity at most $D$. Let us consider a subset $H$ of $[n]$ with $|H| \leq D$ and a permutation $\pi = (\pi_1, \pi_2, \ldots, \pi_{|H|})$ of $H$. We will define a fault pattern $F$ of $K_n$ and a source node $\pi_0$ such that

1. $\pi_0$ has residual eccentricity $|H|$;
2. the fact that $S$ completes broadcast for the pattern $F$ implies the existence of a subsequence $(S_{i_1}, \ldots, S_{i_{|H|-1}})$ of $S$ such that $\pi_j \in S_{i_j}$ and $S_{i_j} \subseteq H$, for $1 \leq j < |H|$.

Let us choose the source $\pi_0$ as a node in $[n] \setminus H$ and consider the set of (directed) edges

$$A = \bigcup_{0 \leq i < |H|} (\pi_i, \pi_{i+1}).$$

The pattern $F$ is defined as follows:
for any \( i \geq 1 \) and for any \( u \in [n] \) with \( u \neq \pi_{i-1} \), the edge \((u, \pi_i)\) is faulty at time slot \( t \) if and only if \( \pi_{i-1} \not\in S_t \) or \( \pi_{i-1} \) is not yet informed at that time slot. In other words, the edge \((u, \pi_i)\) is faulty whenever \( \pi_{i-1} \) cannot inform \( \pi_i \).

Observe that the edges in \( A \) are never faulty. Moreover, it is easy to verify that the residual source eccentricity is \([H]\). Since, by definition, the protocol \( S \) completes the broadcast on any residual subgraph of source eccentricity at most \( D \), then the protocol \( S \) completes the broadcast on the graph \( K_n^F \). So, for any \( i > 0 \), there is a time-slot in which \( \pi_{i+1} \) gets informed. By definition of \( F \), the only node that can inform \( \pi_{i+1} \) is \( \pi_i \). Since all nodes in \([n] \setminus H\) are informed during the first time-slot in which the source \( \pi_0 \) transmits, then \( \pi_i \) can inform \( \pi_{i+1} \) at a time slot \( t \) only if \( S_t \subseteq \{\pi_1, \pi_2, \ldots, \pi_{|H|-1}\} \). Thus, there must exist a subsequence \((S_{t_1}, S_{t_2}, \ldots, S_{t_{|H|-1}})\) of \( S \) such that \( \pi_j \in S_{t_j} \) and \( S_{t_j} \subseteq H \), for \( 1 \leq j < |H| \).

We now prove a tight lower bound on the length of a \( D \)-sequence. To this aim, we need the following technical result.

**Lemma 2.** If \( S \) is a \( D \)-sequence for \([n]\), then

\[
\sum_{S \in \mathcal{S}} |S| = \Omega(Dn).
\]

**Proof.** Let \( S = (S_1, S_2, \ldots, S_l) \) be a \( D \)-sequence for \([n]\) and consider the sequence \((k_1, k_2, \ldots, k_{D-1})\) defined (by induction) as follows:

\[
k_1 = \min\{h \mid [n] = \cup_{1 \leq j \leq h} S_j\}.
\]

By definition of \( D \)-sequence, \( k_1 \) must exist and so there exists (at least one) element in the set \( S_{k_1} \setminus \cup_{1 \leq j < k_1} S_j \).

Then, let \( \pi_1 \) be any of such elements. We now assume that the indices \( k_1, k_2, \ldots, k_i \) and the elements \( \pi_1, \pi_2, \ldots, \pi_i \) are already defined, then

\[
k_{i+1} = \min\{h \mid (\cup_{1 \leq j \leq h} S_j) \subseteq \cup_{k_i < j \leq h} S_j\}
\]

(again, we notice that \( k_{i+1} \) must exist since \( S \) is a \( D \)-sequence and \( i + 1 < D \)) and let \( \pi_{i+1} \) be any element in

\[
([n] \setminus \{\pi_1, \ldots, \pi_i\}) \cap (S_{k_{i+1}} \setminus \cup_{k_i < j < k_{i+1}} S_j).
\]

By definition of the above sequence, it holds that

\[
\sum_{j=1}^{k_1} |S_j| = n \quad \text{and} \quad \sum_{k_i < j \leq k_{i+1}} |S_j| \geq n - i, \text{ for any } i = 1, \ldots, D - 1.
\]
It thus follows that
\[
\sum_{S \in \mathcal{S}} |S| \geq \sum_{j=1}^{k_1} |S_j| + \sum_{i=1}^{D-2} \sum_{k_i < j \leq k_{i+1}} |S_j| \geq n + \sum_{i=1}^{D-2} (n - i) = \Omega(Dn).
\]

\[\square\]

**Lemma 3.** If \( \mathcal{S} \) is a D-sequence for \([n]\) then \(|\mathcal{S}| = \Omega(Dn)\).

**Proof.** We count in two different ways the following number
\[N = |\{(H, (S, x)) \mid H \subseteq [n], S \in \mathcal{S}, S \subseteq H \text{ and } x \in S\}|.\]

Let us consider \(H\) and the subsequence \(\mathcal{S}_H\) of \(\mathcal{S}\) obtained by deleting from \(\mathcal{S}\) all the sets \(S\) such that \(S \not\subseteq H\). By definition of D-sequence \(\mathcal{S}_H\) must form a D-sequence for \(H\). Hence, from Lemma 2, we have at least \(cD|H|\) ways of choosing \((S, x)\), for a constant \(c > 0\). Thus
\[
N \geq \sum_{H \subseteq [n]} cD|H| = cD \sum_{i=1}^{n} \binom{n}{i} i > cD \sum_{i=\lceil \frac{n}{2} \rceil}^{n} \binom{n}{i} i > \frac{cDn}{4} 2^n. \tag{1}
\]

Now let \((S, x)\) be fixed. There are \(2^n - |S|\) subsets \(H\) of \([n]\) such that \(S \subseteq H\). Thus
\[
N = \sum_{S \in \mathcal{S}} |S| \cdot 2^n - |S| = 2^n \sum_{S \in \mathcal{S}} \frac{|S|}{2^{|S|}} \leq 2^n \sum_{S \in \mathcal{S}} \frac{1}{2} = \frac{2^n}{2} |S|. \tag{2}
\]

Finally, by comparing Eqs. (1) and (2) we derive
\[
\frac{2^n}{2} |S| > \frac{cDn}{4} 2^n, \quad \text{so} \quad |S| > \frac{cDn}{2}.
\]

\[\square\]

**Theorem 1.** Let \(n > 0\) and \(1 \leq D \leq n - 1\). For every oblivious FDB protocol on the graph \(K_n\), there exist a source \(s\) and a fault pattern \(F\) that force the protocol to perform \(\Omega(Dn)\) time-slots.

**Proof.** Let \(\mathcal{S}\) be any oblivious FDB protocol for \(K_n\) and let \(T\) be the maximum completion-time of \(\mathcal{S}\) over all possible residual subgraphs of source eccentricity \(D\). Then, from Lemma 1, the first \(T\) transmission sets of \(\mathcal{S}\) must be a D-sequence for \([n]\). From Lemma 3, it must hold that \(T = \Omega(Dn)\).

\[\square\]

**Corollary 1.** For any \(n > 0\), any oblivious FDB protocol completes broadcasting on the graph \(K_n\) in \(\Omega(n^2)\) time-slots.
2.2 Efficient Protocols for Networks of “Small” In-Degree

In this subsection, we show that networks of maximum in-degree $\Delta = o(n/\log n)$ admit oblivious FDB protocols which are faster than the Round-Robin one. To this aim, we need the following combinatorial tool.

**Definition 2.** Let $S$ and $N$ be families of sets. The family $S$ is strongly-selective for $N$ if for every set $N \in N$ and for every element $x \in N$ there exists a set $S \in S$ such that $N \cap S = \{x\}$.

Strongly-selective families for the family of all subsets of $[n]$ having size at most $\Delta$ have been recently used to develop multi-broadcast protocols on the unknown model [8,9]. The following protocol instead uses strong selectivity for the family $N$ consisting of the sets of in-neighbors of the nodes of the input network $G$. In fact, for each node $v$ of $G$, let $N(v) \subseteq [n]$ be the set of its in-neighbors and let

$$N = \{N(v) \mid v \in V\}.$$

Let $S = \{S_1, S_2, \ldots, S_m\}$ be any (arbitrarily ordered) strongly-selective family for $N$.

**Description of Protocol** BROAD. The protocol consists of a sequence of phases.

- In the first phase the source sends its message.
- All successive phases are identical and each of them consists of $m$ time-slots. At time-slot $j$ of every phase, any informed node $v$ sends the source message if and only if it belongs to $S_j$; All the remaining nodes act as receivers.

**Lemma 4.** For any (dynamical) fault pattern $F$, at the end of phase $i$, every node at distance $i$, from the source $s$ in the residual subgraph $G^F$, is informed. So, BROAD completes broadcasting within $Dm$ time-slots, where the $D$ is the residual source eccentricity.

**Proof.** The proof is by induction on the distance $i$. For $i = 1$ it is obvious. We thus assume that all nodes at distance $i$ have received the source message during the first $i$ phases. Consider a node $v$ at distance $i + 1$ in the residual subgraph and a node $u \in N(v)$ at distance $i$ in the residual subgraph. Notice that, since $v$ is at “residual” distance $i + 1$ from $s$, such an $u$ must exist. Moreover, $N(v)$ belongs to $N$ and $S$ is strongly-selective for $N$, so there will be a time-slot in phase $i + 1$ in which only $u$ (among the nodes in $N(v)$) transmits the source message and $v$ will successfully receive it.

It is now clear that the total number of time-slots required by the protocol to complete the broadcast is $Dm$.

The above lemma motivates our interest in finding strongly-selective families of small size since the latter is a factor of the completion time of our protocol.

The probabilistic construction of strongly-selective families in the proof of the next lemma can be efficiently (i.e. in polynomial time) de-randomized by means of a suitable application of the method of conditional probabilities [10].
This technique has been recently applied \cite{7} to a weaker version of selectivity. Furthermore, as for strong selectivity, we can also use the deterministic efficient construction of superimposed codes given in \cite{10} that yield strongly-selective families of size equivalent to that in our lemma.

**Lemma 5.** For any family $\mathcal{N}$ of sets, each of size at most $\Delta$, there exists a strongly selective family $\mathcal{S}$ for $\mathcal{N}$ such that $|\mathcal{S}| = O(\Delta \max \{\log |\mathcal{N}|, \log \Delta\})$.

**Proof.** We assume, without loss of generality, that the sets in $\mathcal{N}$ are subsets of the ground set $[n]$ and that $\Delta \geq 2$ (for $\Delta = 1$ the family $\mathcal{S} = \{[n]\}$ trivially proves the lemma).

We use a probabilistic argument: construct a set $\mathcal{S}$ by picking every element of $[n]$ with probability $\frac{1}{\Delta}$. For fixed $N \in \mathcal{N}$ and $x \in N$ it holds that:

$$\Pr[N \cap \mathcal{S} = \{x\}] = \frac{1}{\Delta} \left(1 - \frac{1}{\Delta}\right)^{|N|-1} \geq \frac{1}{\Delta} \left(1 - \frac{1}{\Delta}\right)^{\Delta} \geq \frac{1}{4\Delta} \quad (3)$$

(where the last inequality holds since $\Delta \geq 2$). Consider now a family $\mathcal{S} = \{S_1, S_2, \ldots, S_m\}$ where each set $S_i$ is constructed, independently, as above. From Ineq (3), it follows that the probability that $\mathcal{S}$ is not strongly-selective for fixed $N \in \mathcal{N}$ and $x \in N$ is at most

$$\left(1 - \frac{1}{4\Delta}\right)^m \leq e^{-\frac{m}{4\Delta}}$$

(the above bound follows from the well-known inequality $1 - t \leq e^{-t}$ that holds for any real $t$). It thus follows that

$$\Pr[\mathcal{S} \text{ is not strongly-selective for } N] \leq \sum_{N \in \mathcal{N}} \sum_{x \in N} e^{-\frac{m}{4\Delta}} \leq |\mathcal{N}| \Delta e^{-\frac{m}{4\Delta}}$$

and the last value is less than 1 for $m > 8\Delta \max (\log |\mathcal{N}|, \log \Delta)$.

\hfill \Box

**Theorem 2.** The oblivious FDB protocol BROAD completes broadcast within $O(D \min \{\Delta \log n, n\})$ time-slots on any $n$-node graph $G$ with maximum in-degree $\Delta$.

**Proof.** Since the graph has maximum in-degree $\Delta$, the size of any subset in $\mathcal{N}$ is at most $\Delta$. Hence, from Lemma \ref{lem:selectivity} there exists a strongly-selective family $\mathcal{S}$ for $\mathcal{N}$ of size $|\mathcal{S}| \leq \min \{c \Delta \log n, n\}$, for some constant $c > 0$ (the bound $n$ is due to the fact that a family of $n$ singletons is always strongly-selective). The theorem is thus an easy consequence of the above bound and Lemma \ref{lem:selectivity}.

\hfill \Box

### 3 Adaptive Fault-Tolerant Protocols

In this section, a lower bound on the completion-time of adaptive FDB protocols is given. To this aim, we consider strongly-selective family for the family of all subsets of $[n]$ having size at most $\Delta$ (in short, $(n, \Delta)$-strongly-selective families). As for the size of such families, the following lower bound is known.
Theorem 3. If \( S \) is an \((n, \Delta)\)-strongly-selective family then it holds that

\[
|S| = \Omega \left( \min \left\{ \frac{\Delta^2}{\log \Delta} \log n, n \right\} \right)
\]

We will adopt the general definition of (adaptive) distributed broadcast protocols introduced in \( \textit{2} \). In such protocols, the action of a node in a specific time-slot is a function of its own label, the number of the current time-slot \( t \), the input graph \( G \), and the messages received during the previous time-slots.

Theorem 4. For any \( n > 0 \), any FDB protocol, that completes broadcasting on the graph \( K_n \), requires \( \Omega(n \sqrt{n}) \) time-slots.

**Sketch of the proof.** Given any protocol \( P \), we define two sets of faults: a set of edges of \( K_n \) that suffer a permanent fault (i.e., they will be forever down since the beginning of the protocol) and a set of dynamical node faults. The permanent faults are chosen in order to yield a layered graph \( G_P \) which consists of \( D + 1 \) levels \( L_0, L_1, \ldots, L_D \) where \( D = \lfloor \sqrt{n} / 2 \rfloor \). Level \( L_0 \) contains only the source \( s \), level \( L_j, j < D \), consists of at most \( \Delta \) nodes with \( \Delta = \sqrt{n} \) and \( L_D \) consists of all the remaining nodes. All nodes of \( L_{j-1} \) in \( G_P \) have (only) outgoing edges to all nodes in \( L_j \).

Both permanent and dynamical faults will be determined depending on the actions of \( P \). As for permanent faults, instead of describing the set of faulty edges, we provide (in the proof of the next claim), for any \( j = 1, \ldots, D \), the set of nodes that belongs to \( L_j \). This permanent fault pattern will be combined with the dynamical fault pattern (which is described below) in such a way that the protocol is forced to execute \( \Omega(\frac{\Delta^2}{\log \Delta} \log n) = \Omega(n) \) time-slots in order to successfully transmit the initial message between two consecutive levels.

From Thm. \( \textit{3} \) there exists a constant \( c > 0 \) such that, any \((\lceil n/2 \rceil, \Delta)\)-strongly-selective family must have size at least \( T \), where \( T \geq cn \). The theorem is thus an easy consequence of the following

**Claim** For any \( j \geq 0 \), there exists a node assignment to \( L_j \) and a pattern of dynamical node faults in the first \( j \) levels such that \( P \) does not broadcast the source message to level \( L_{j+1} \) before the time-slot \( jT \).

**Proof.** The proof is by induction on \( j \). For \( j = 0 \), the claim is trivial.

We thus assume the thesis be true for \( j - 1 \). Let us define

\[
R = \{ \text{node not already assigned to levels } L_0, \ldots, L_{j-1} \}.
\]

Notice that \( |R| \geq \lceil n/2 \rceil \). Let \( L \) be an arbitrary subset of \( R \). Consider the following two cases: i) \( L_j \) is chosen as \( L \); ii) \( L_j \) is chosen as \( R \) (i.e., all the remaining nodes are assigned to the \( j + 1 \)-th level). In both cases, the predecessor\(^2\) subgraph \( G^P_u \) of any node \( u \in L \) is that induced by \( L_0 \cup L_1 \cup \ldots L_{j-1} \cup \{ u \} \) in \( G^P \). It follows that the behavior

\(^2\) Given a graph \( G \), the predecessor subgraph \( G_u \) of a node \( u \) is the subgraph of \( G \) induced by all nodes \( v \) for which there exists a directed path from \( v \) to \( u \).
of node \( u \), according to protocol \( P \), is the same in both cases. We can thus consider the behavior of \( P \) when \( L_j = R \). Then, we define

\[
S_t = \{ u \in R \mid u \text{ acts as transmitter at time-slot } (j - 1)T + t \},
\]

and the family \( S = \{ S_1, \ldots, S_{T-1} \} \) of subsets from \( R \). Since \( |S| < T \), \( S \) is not \( ([n/2], \Delta) \)-strongly-selective; so, a subset \( L \subseteq R \) exists such that \( |L| \leq \Delta \) and \( L \) is not strongly selected by \( S \) (and thus by \( P \)) in any time-slot \( t \) such that \( (j - 1)T + 1 \leq t \leq jT - 1 \). Let thus \( u \) be a node in \( L \) which is not selected. Then, the proof is completed by considering a suitable pattern of dynamical faults in such a way that: \( i \) all the outgoing edges of \( u \) are always fault-free, and \( ii \) no node (in particular, the nodes different from \( u \)) in \( L \) will successfully transmit during those \( T - 1 \) time slots.

Since the residual graph yielded by the above proof has residual eccentricity \( \Theta(\sqrt{n}) \), it also follows that

**Corollary 2.** No FDB protocol can achieve an \( o(Dn) \) completion time on general \( n \)-node networks.

**Acknowledgement.** A significant credit goes to Paolo Penna for helpful discussions. More importantly, Paolo suggested us to investigate the issue of fault-tolerance in wireless networks.
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Abstract. A disk graph is the intersection graph of a set of disks in the plane. We consider the problem of assigning labels to vertices of a disk graph satisfying a sequence of distance constrains. Our objective is to minimize the distance between the smallest and the largest labels. We propose an on-line labeling algorithm on disk graphs, if the maximum and minimum diameters are bounded. We give the upper and lower bounds on its competitive ratio, and show that the algorithm is asymptotically optimal. In more detail we explore the case of distance constraints (2, 1), and present two off-line approximation algorithms. The last one we call robust, i.e. it does not require the disks representation and either outputs a feasible labeling, or answers the input is not a unit disk graph.

1 Introduction

The frequency assignment problem arises in radio or mobile telephony networks when different radio transmitters interfere to each other while operating on the same or closely related frequency channels. The most common model for an instance of frequency assignment is the interference graph. Each vertex of the interference graph represents a transmitter. If simultaneous broadcasting of two transmitters may cause an interference, then they are connected in the interference graph by an edge. One can associate the coverage area of a transmitter with a disk of a particular diameter, and afterwards, to model the interference
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graph as a graph whose edges connect transmitters at “close” distance, e.g. when their scopes intersect. Then the underlying interference graph is a disk graph, i.e. the intersection graph of disks in the plane, or (when all disks are of the same diameter) a unit disk graph [10].

With the assumption that a pair of “close” transmitters should be assigned different frequencies, the frequency assignment is equivalent to the problem of coloring the interference graph. However, in [10] it was observed that the signal propagation may affect the interference even in distant regions (but with decreasing intensity). Hence not only “close” transmitters should get different frequencies, but also frequencies used at some distance should be appropriately separated. In this case, the frequency assignment can be modeled as the problem of distance constrained labeling, or so called $L(p_1,\ldots,p_k)$-labeling of the interference graph [12]:

**Definition 1.** Let $p_1,\ldots,p_k$ be a sequence of positive integers called distance constraints. The $L(p_1,\ldots,p_k)$-labeling of a graph $G$ is a mapping $c: V(G) \to \{1,\ldots,\lambda\}$ such that the following holds:

$$\forall i: 1 \leq i \leq k, \forall u, v \in V(G): \text{dist}_G(u,v) \leq i \Rightarrow |c(u) - c(v)| \geq p_i.$$ 

The minimum number for which an $L(p_1,\ldots,p_k)$-labeling of $G$ exists, is denoted by $\chi(p_1,\ldots,p_k)(G)$. Notice that $\chi(1)(G) = \chi(G)$, where $\chi(G)$ is the chromatic number of $G$. Also for $p_1 = p_2 = \cdots = p_k = 1$, $\chi(p_1,\ldots,p_k)(G) = \chi(G^k)$, where $G^k$ is the $k$-th power of $G$, i.e. a graph which arise from $G$ by adding edges connecting vertices at distance at most $k$.

**Related works on graph labeling problems.** A special case $k = 2$ and the distance constraints $(p_1, p_2) = (2, 1)$ was intensively studied for different graph classes in [1,3,7,8,16]. The exact value of $\chi(2,1)$ can be derived for cycles and paths, and there are polynomial algorithms which compute the value $\chi(2,1)$ for trees and co-graphs [3]. The problem of recognizing graphs such that $\chi(2,1) \leq \lambda$ is NP-complete for all fixed $\lambda \geq 4$ [8]. For planar graphs, the problem of deciding $\chi(2,1) \leq 9$ was shown to be NP-complete in [11].

**Related works on disk graphs.** The disk graph and unit disk graph recognition problem is NP-hard [2,11]. Hence algorithms that require the corresponding disk graph representation are substantially weaker than those which work only with graphs.

In [4] it is shown that the 3-coloring of unit disk graph is NP-complete (even if the input is a set of unit disks). However for unit disk graph coloring problem there is a 5-competitive on-line algorithm [13,14], and in the case of given disks representation, there is a 3-approximation off-line algorithm [2,17]. Furthermore, there is a 5-approximate off-line algorithm for the disk graph coloring problem, which uses the first-fit technique on disks that are ordered from those with the biggest diameter to the smallest one [13]. From another side, one cannot expect the existence of an on-line coloring algorithm of a constant competitive ratio in the case of general disk graphs, since there is no such one even for planar graphs [9], and every planar graph is also a disk graph.
Our results. For fixed distance constraints \((p_1,\ldots,p_k)\) and fixed diameter ratio \(\sigma\) we present a constant-competitive on-line labeling algorithm which require the disk representation. This is the first constant-competitive on-line labeling algorithm known to our knowledge. We prove that when the representation is not given or when the diameter ratio is not bounded then no on-line algorithm with fixed competitive ratio exists.

For our algorithm we present upper and lower bounds on its competitive ratio, and show that in the case of unit disk graphs the algorithm is asymptotically optimal.

Finally, we explore the case of distance constraints \((2,1)\), and present two off-line approximation algorithms for unit disk graphs. We present robust labeling algorithm, i.e. an algorithm that does not require the disk representation and either outputs a feasible labeling, or answers the input is not a unit disk graph.

The following table summarizes the known and new upper bounds on the competitive or performance ratio on coloring and labeling problems on unit disk graphs (UDG), on disk graphs with diameter ratio bounded by \(\sigma\) (DG\(_\sigma\)) and on general disk graphs (DG).

<table>
<thead>
<tr>
<th>Execution</th>
<th>Off-line</th>
<th>On-line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repres.</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>Coloring:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UDG</td>
<td>3([13])</td>
<td>3([1)</td>
</tr>
<tr>
<td>DG(_\sigma)</td>
<td>5 (as DG)</td>
<td>5 (as DG)</td>
</tr>
<tr>
<td>DG</td>
<td>5([13])</td>
<td>5([1)</td>
</tr>
</tbody>
</table>

\(L_{(2,1)}\)-labeling:

<table>
<thead>
<tr>
<th>Coloring:</th>
<th>Off-line</th>
<th>On-line</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UDG</td>
<td>12 (\rightarrow) 9 ([\ast])</td>
<td>10.6 (\rightarrow) 10 ([\ast])</td>
</tr>
<tr>
<td>DG(_\sigma)</td>
<td>([13]) ([\ast])</td>
<td>([1) ([\ast])</td>
</tr>
<tr>
<td>DG</td>
<td>?</td>
<td>?</td>
</tr>
</tbody>
</table>

Positive results are marked either by “YES” or by the appropriate statement. “NO” means that no algorithm with fixed performance/competitive ratio exists. The sign “?” marks an open problem. The results presented in this paper are highlighted by \([\ast]\). The list of further explanations follows:

1 The algorithm working without the disk representation can be derived from those which uses the representation as shown in Section \([12]\).
2 This rows shows the values of the upper bound in the worst case. Since our results are better for graphs with large cliques, we give also the limit of the upper bound as the clique size grows to infinity.
3 Here we prove only the case \(k = 2, (p_1, p_2) = (2, 1)\).
4 Every on-line algorithm can be executed off-line.

Throughout the extended abstract various proofs are omitted or postponed into appendix due to space restriction.
2 Preliminaries

For a set of geometric objects, the corresponding intersection graph is the undirected graph whose vertices are objects and an edge connects two vertices if the corresponding objects intersect. Let \( \mathcal{E} \) be a 2-dimensional Euclidean plane with the coordinates \( x, y \). Let \( \mathcal{D} = \{D_1, ..., D_n\} \) be a set of \( n \) disks in \( \mathcal{E} \), where each \( D_i \) is uniquely determined by its center in \((x_i, y_i)\) and by the diameter \( d_i \in \mathbb{R}^+ \). The intersection graph \( G_\mathcal{D} \) of the set \( \mathcal{D} \) is called a disk graph, more formally \( V(G_\mathcal{D}) = \mathcal{D}, E(G_\mathcal{D}) = \{(D_i, D_j) \in \mathcal{D}^2 : D_i \cap D_j \neq \emptyset\} \). When all disks of \( \mathcal{D} \) have unit diameter, i.e. \( d_i = 1 \) for all \( D_i \in \mathcal{D} \), then \( G_\mathcal{D} \) is called a unit disk graph. In both cases, \( \mathcal{D} \) is called the disk representation of \( G_\mathcal{D} \). The value \( \sigma(\mathcal{D}) = \frac{\max d_i}{\min d_i} \) is called the diameter ratio of \( \mathcal{D} \).

We say that an algorithm \( \mathcal{A} \) is a \( \rho \)-approximation off-line \( L_{(p_1, ..., p_k)} \)-labeling algorithm if for a given graph \( G_\mathcal{D} \) it runs in polynomial time and outputs an \( L_{(p_1, ..., p_k)} \)-labeling of \( G \) such that the maximum label that \( \mathcal{A} \) uses is at most \( \rho\chi_{(p_1, ..., p_k)}(G_\mathcal{D}) \). The value \( \rho \) is called the approximation ratio of \( \mathcal{A} \).

We say that an algorithm \( \mathcal{B} \) is an on-line \( L_{(p_1, ..., p_k)} \)-labeling algorithm if it labels the vertices of a graph \( G_\mathcal{D} \) in an externally determined sequence \( D_1 \prec ... \prec D_t \). At the time \( t \) the algorithm \( \mathcal{B} \) has to irrevocably assign a label to \( D_t \), while it can only see the edges connecting vertices \( D_1, ..., D_t \). Such an algorithm \( \mathcal{B} \) is a \( \rho \)-competitive on-line \( L_{(p_1, ..., p_k)} \)-labeling algorithm if for every graph \( G_\mathcal{D} \) and any ordering \( \prec \) on \( V(G_\mathcal{D}) \) it always outputs an \( L_{(p_1, ..., p_k)} \)-labeling with the maximum label at most \( \rho\chi_{(p_1, ..., p_k)}(G_\mathcal{D}) \). We call the constant \( \rho \) the competitive ratio of \( \mathcal{B} \).

Our on-line algorithm is based on the following partition of the plane \( \mathcal{E} \). We call a hexagonal tiling on \( \mathcal{E} \) the partition of the plane into the set \( \mathcal{C} \) of hexagonal cells of diameter one. Each cell \( C_{i,j} \in \mathcal{C} \) is characterized by two integer coordinates \( i, j \), and is a simplex delimited by the following lines:

\[
2i - j - 1 < \frac{4}{3}\sqrt{3}x \leq 2i - j + 1 \\
i + j - 1 < \frac{2}{3}(\sqrt{3}x + 3y) \leq i + j + 1 \\
-i + 2j - 1 < \frac{2}{3}(-\sqrt{3}x + 3y) \leq -i + 2j + 1.
\]

Each point of the plane belongs to exactly one cell \( C_{i,j} \). Observe also, that each cell contains exactly two adjacent corners of the bounding hexagon, and the distance between every two points inside the same cell is at most one.

We denote the plane distance of two points \( p, p' \in \mathcal{E} \) by \( \text{dist}_\mathcal{E}(p, p') \). Similarly the plane distance of cells \( C_{i,j} \) and \( C_{k,l} \) is defined as

\[
\text{dist}_\mathcal{E}(C_{i,j}, C_{k,l}) = \inf\{\text{dist}_\mathcal{E}(p, p') : p \in C_{i,j}, p' \in C_{k,l}\}.
\]

3 Online Distance Constrained Labeling

In this section we explore the on-line distance constrained labeling problem for disk graphs.

We start with the following observation. Let \( (p_1, ..., p_k) \) be a sequence of distance constraints \( (k \geq 2 \text{ and } p_2 \geq 1) \) and let \( \mathcal{B} \) be an arbitrary on-line
Consider the two following cases. First assume that the disk representation is not a part of the input. Secondly, if the disk representation is given as a part of the input, but the diameter ratio $\sigma(D)$ is not known during the execution of $B$.

In both cases, the algorithm $B$ labels all vertices of $G_D$ by distinct labels. Otherwise any new vertex may create a path of length two between an arbitrary pair of already labeled vertices (in the second case by extending $D$ by a disk of large diameter). The maximal label used by $B$ on $G_D$ is at least $|D|$, although $\chi(p_1,...,p_k)(G_D) = 1$.

Due to the above arguments, we consider the case when the disk representation $D$ of $G_D$ is a part of the input and when the corresponding diameter ratio $\sigma(D)$ is known, i.e. it is bounded by a constant $\sigma \geq 1$.

First we introduce a special circular labeling of cells and show how our online labeling algorithm uses such labeling. Later we derive the upper bound on its competitive ratio and show that the algorithm is asymptotically optimal for the class of unit disk graphs with at least one edge. Finally, we illustrate the algorithm performance for distance constraints $(2, 1)$.

### 3.1 Circular Labeling

Let $D$ be a set of disks with the diameter ratio $\sigma(D)$ and $G_D$ be the corresponding disk graph. We suppose that the coordinates of plane $E$ are scaled such that the smallest disk has the unit diameter. Moreover, through this section we assume that the diameter ratio $\sigma$ and distance constraints $(p_1, ..., p_k)$ are fixed, i.e. for every selection of these parameters we design a specific algorithm.

Let $C$ be the set of hexagonal cells. We say that a mapping $\varphi : C \to \{1, 2, ..., l\}$ is a circular $l$-labeling of $C$ (with respect to $(p_1, ..., p_k)$ and $\sigma \geq 1$) if the following condition

$$\text{dist}_E(C, C') \leq i \cdot \sigma \Rightarrow \min\{|\varphi(C) - \varphi(C')|, l - |\varphi(C) - \varphi(C')|\} \geq p_i,$$

is satisfied for all cells $C, C' \in C$ and all $i \in \{1, ..., k\}$.

![Fig. 1. An example of a 25-circular labeling ($(p_1, p_2) = (2, 1), \sigma = \frac{\sqrt{3}}{2}$)](image-url)
An example of a circular 25-labeling (with respect to \((p_1, p_2) = (2, 1), \sigma = \frac{\sqrt{3}}{2}\)) is depicted in Figure 1. In fact, the cells with equal labels are at plane distance at least \(2\sqrt{3}\) and those pairs labeled by consecutive labels have plane distance at least \(\frac{\sqrt{7}}{2} \approx 1.32\).

For general case, the existence of such labelings is guaranteed by the following theorem.

**Theorem 1.** For every \(k\)-tuple of distance constraints \((p_1, ..., p_k)\), every \(l\geq 1\) and

\[
l^* = 1 + 6 \left( 2p_1 - 1 + \sum_{i=2}^{\left\lfloor \frac{4k\sigma + 4}{\sigma} \right\rfloor} i \cdot (2p_i - 1) \right),
\]

there exists a circular \(l^*\)-labeling of \(C\) and can be found in \(O(l^*\sigma^4k^4)\) time.

### 3.2 The Algorithm

Assume now that the parameters of algorithm, i.e. distance constraints \((p_1, ..., p_k)\) and diameter ratio \(\sigma \geq 1\) are fixed.

**Algorithm** Online disks labeling (ODL)

**Input:** Set of disks \(D\), in an arbitrarily order \(D_1 \prec ... \prec D_n\).

**Output:** An \(L(p_1, ..., p_k)\)-labeling \(c : D \rightarrow \mathbb{Z}^+\) of \(G_D\).

1. Find a circular \(l\)-labeling \(\varphi : C \rightarrow \{1, ..., l\}\) (with respect to \((p_1, ..., p_k)\) and \(\sigma\)).
2. For each cell \(C_{i,j}\) put \(D_{i,j} = \emptyset\).
   \((D_{i,j} is the set of already labeled disks of \(D\) with centers in a cell \(C_{i,j} \in C\).\))
3. For each \(k\) from 1 to \(n\):
   3a. Decide into which cell \(C_{i,j}\) the disk \(D_k\) belongs.
   3b. Define the label \(c(D_k) = \varphi(C_{i,j}) + l \cdot |D_{i,j}|\).
   3c. Set \(D_{i,j} = D_{i,j} \cup \{D_k\}\).

The next lemma follows directly from the properties of circular \(l\)-labeling.

**Lemma 1.** Suppose that at the first step the algorithm ODL finds a circular \(l\)-labeling (with respect to \((p_1, ..., p_k)\) and \(\sigma\)). Then for any set of disks \(D\) of diameter ratio \(\sigma(D) \leq \sigma\), the algorithm ODL produces a feasible \(L(p_1, ..., p_k)\)-labeling of \(G_D\) and the maximal label used by this algorithm is at most \(l\omega(G_D)\).

The analysis of our algorithms is based on the following fact: If a set of vertices \(X\) induces a complete subgraph of a graph \(G\), then the maximal label used for vertices of \(X\) in any labeling is at least \(p_1(|X| - 1) + 1\).

**Lemma 2.** For any \(k\)-tuple \((p_1, ..., p_k)\) of distance constraints and any set of disks \(D\),

\[
\chi(p_1, ..., p_k)(G_D) \geq p_1(\omega(G_D) - 1) + 1 \geq p_1(\max_{i,j}\{|V(G_{D_{i,j}})| - 1\}) + 1,
\]

where \(\omega(G_D)\) is the size of the maximum clique in \(G_D\).
Proof. Observe that the subgraph $G_{D_{i,j}}$ of $G_D$ is isomorphic to a complete graph and the number of disks in $|D_{i,j}|$ is at most $\omega(G_D)$. □

Combining Theorem 1 with Lemmas 1 and 2 we get the main result of this section.

**Theorem 2.** For every $(p_1, ..., p_k)$ and every $\sigma \geq 1$ the competitive ratio of algorithm ODL is bounded by

$$\rho \leq \max_D \frac{\omega(G_D) \cdot l^*}{(\omega(G_D) - 1) \cdot p_1 + 1},$$

where the maximum is taken over all sets of disks of diameter ratio at most $\sigma$.

Therefore, ODL is an $l^*$-competitive on-line $L_{(p_1, ..., p_k)}$-labeling algorithm for the class of disks graphs $G_D$ of the diameter ratio $\sigma(D) \leq \sigma$. Moreover, if disk graphs have at least one edge then the competitive ratio $\rho \leq \frac{2l^*}{p_1 + 1}$, and if $\omega(G_D) \to \infty$ then $\rho \to \frac{l^*}{p_1}$.

If we apply the above theorem on the labeling depicted in Fig. 1 we get:

**Corollary 1.** For the distance constraints $(2, 1)$, the algorithm ODL is 50/3 = 16.67-competitive on disk graphs with at least one edge and $\sigma \leq 1.32$. Moreover, the competitive ratio tends to 12.5 when $\omega(G_D) \to \infty$.

Now we present a lower bound on the competitive ratio of any on-line algorithm solving the distance constrained labeling problem for disk graphs, which have a representation of bounded diameter ratio.

**Theorem 3.** For any $k$-tuple $(p_1, ..., p_k)$ of distance constraints $(k \geq 2)$, any $\sigma \geq 1$ and any $\varepsilon > 0$, there is no $(\bar{\rho} - \varepsilon)$-competitive on-line $L_{(p_1, ..., p_k)}$-labeling algorithm for the class of disk graphs with representation of diameter ratio at most $\sigma$, where

$$\bar{\rho} = 1 + \frac{\sigma^2}{9} \max_{i=2, ..., k} \{i^2 p_i\}.$$

Theorems 2 and 3 imply that:

**Corollary 2.** For any $(p_1, ..., p_k)$, $k \geq 2$ and any $\sigma \geq 1$, the competitive ratio of algorithm ODL on disk graph (with given representation, diameter ratio at most $\sigma$ and with at least one edge) is at most $O(\log k)$ times larger than the competitive ratio of any on-line $L_{(p_1, ..., p_k)}$-labeling algorithm. Therefore, under these restricted conditions and for fixed number of distance constraints, the algorithm ODL is asymptotically optimal.

As the last remark we propose a slightly different strategy with a smaller channel separation used for disks in the same location, though it does not lead to a better competitive ratio of the final algorithm. The idea is as follows. First scale the cells of $C$ such that every cell has diameter $\sigma$. Then, find a feasible circular $l$-labeling $\varphi : \tilde{C} \to \{1, ..., l\}$. After that, run the algorithm ODL on the set $D$ of non-unit disks using the scaled cells. As the result, we find a feasible
$L_{(p_1,...,p_k)}$-labeling of the disk graph $G_D$, but the disks belonging to the same cell do not induce a complete graph. On the other hand, the area of any cell of diameter $\sigma$ can be covered by at most $\sigma^2 + t\sigma$ unit cells, where $t$ is a suitable constant that does not depend on $\sigma$. Then the number of vertices in any $G_{D_{i,j}}$ is at most $\frac{V(G_{D_{i,j}})}{\sigma^2 + t\sigma} - 1$. Thus, it follows that

\[ \chi_{(p_1,...,p_k)}(G_{D_{i,j}}) \geq p_1(\omega(G_{D_{i,j}}) - 1) \geq p_1\left(\left\lceil \frac{V(G_{D_{i,j}})}{\sigma^2 + t\sigma} \right\rceil - 1\right) \]

and we use the same arguments as above.

4 Offline Labeling with Constraints (2,1)

In this section we explore the off-line distance labeling problem only for one particular selection of distance constrains $(p_1, p_2) = (2, 1)$. First we discuss the case when the graph and its disc representation are known. Then we present a robust algorithm which do not require the disc representation.

4.1 The Approximation Algorithm

We first discuss the case that the entire graph $G_D$ is given together with the representation $D$ as the part of the input. The main idea of the off-line approximation algorithm is rather simple: We “cut” the plane into strips of small width, label unit disk graphs induced by strips and combine the labelings of strip graphs.

An unit disk graph $G_D$ is a $\frac{1}{\sqrt{2}}$-strip graph if there is a disk representation $D$ of $G_D$ such that the centers of disks in $D$ are in a strip of width $\frac{1}{\sqrt{2}}$. In other words, there is a mapping $f: V(G_D) \to \mathbb{R} \times [0, \frac{1}{\sqrt{2}}]$ such that $(u, v) \in E(G_D)$ if and only if $\text{dist}_E(f(u), f(v)) \leq 1$.

**Lemma 3.** Let $G$ be a $\frac{1}{\sqrt{2}}$-strip graph and let $v$ be a vertex such that the unit disk corresponding to $v$ (in some representation $D$) has the smallest $x$-coordinate. Then the cardinality of the vertex set

\[ N_{G^2}(v) = \{u \in V(G) - \{v\} : \text{dist}_G(u, v) \leq 2\} \]

is at most $3\omega(G) - 1$.

A vertex ordering $v_1 < ... < v_n$ of a $\frac{1}{\sqrt{2}}$-strip graph $G$ is increasing if there is a disk representation $D$ such that $i < j$ if and only if $x$-coordinate of a disk in $D$ corresponding to vertex $v_i$ is at most $x$-coordinate of a disk corresponding to $v_j$.

By Lemma 3, the first-fit coloring algorithm that process vertices of the second power $G^2$ of a $\frac{1}{\sqrt{2}}$-strip graph $G$ in an increasing order, uses at most $3\omega(G)$ distinct colors. This coloring of $G^2$ is equivalent to an $L_{(1,1)}$-labeling of
G. By multiplying all labels of $L_{(1,1)}$-labeling by 2, we obtain an $L_{(2,2)}$-labeling of $G$. Finally,

$$\chi_{(2,1)}(G) \leq \chi_{(2,2)}(G) \leq 2\chi_{(1,1)}(G) = 2\chi(G^2) \leq 6\omega(G).$$

Using the first-fit approach, the $L_{(2,1)}$-labeling of $G$ can be obtained in $O(nm)$ time ($n = |V(G)|, m = |E(G)|$). Notice, that all labels used for this labeling are even.

Now we are ready to describe the approximate labeling algorithm for unit disk graphs and constraints $(2,1)$. Without loss of generality we may assume that $G$ is connected and has at least two vertices.

**Algorithm** Distance Labeling (DL)

**Input:** Unit disk representation of a unit disk graph $G$.

**Output:** Labeling of $c$ of $V(G)$.

1. Partition a plane into $k = O(n)$ strips $S_1, ..., S_k$ of width $\frac{1}{\sqrt{2}}$, numbered from top to bottom, such that $S_1$ contains a disk with maximal $y$-coordinate and $S_k$ the one with minimal. This partition induces partition of $G$ into $\frac{1}{\sqrt{2}}$-strip graphs $G_1, ..., G_k$. (In a case of disks with centers in two strips ties are broken arbitrarily.)
2. For each $i \in \{1, ..., k\}$ find an $L_{(2,1)}$-labeling of $G_i$ using even labels and with the maximum label bounded by $6\omega(G_i) \leq 6\omega(G)$.
3. Change the labels of graph $G_i$ by increasing them by the number $\xi_{(i \mod 6)}$, where

$$(\xi_0, ..., \xi_5) = (0, 6\omega(G), 12\omega(G), -1, 6\omega(G) - 1, 12\omega(G) - 1)$$

**Theorem 4.** For any unit disk graph $G$, algorithm DL produces an $L_{(2,1)}$-labeling and the maximal label used by this algorithm is at most $18\omega(G)$.

**Corollary 3.** The approximation ratio of the algorithm DL is bounded by 12 and tends to 9 as $\omega(G)$ grows to infinity.

Observe that $\frac{1}{\sqrt{2}}$-strips were used in the description of the algorithm to simplify the explanation. To avoid irrationality, $\frac{1}{\sqrt{2}}$-strips in the algorithm can be replaced by $c$-strips, where $c$ is any rational number between $\frac{2}{3}$ and $\frac{1}{\sqrt{2}}$. Also the algorithm can be generalized easily to an algorithm producing an $L_{(p,1)}$-labeling ($p \geq 1$) with the maximal label used by the algorithm at most $9p\omega(G)$.

### 4.2 Robust Approximation Algorithm

The main purpose of this section is to present the approximation labeling algorithm which doesn’t need a geometric representation of a unit disk graph as part of input. (Let us remind that it is NP-hard to recognize unit disk graphs.)

In [15] the following notion of robust algorithms is discussed: an algorithm which solves an optimization problem on class is called robust if it satisfies the following conditions.
1. Whenever the input is in class $C$, the algorithm finds the correct solution.
2. If the input is not in the class $C$, then the algorithm either finds the correct solution, or answers that the input is not in the class.

Based on the ideas of [4], a robust algorithm computing the maximal clique of a unit disk graph is given in [15].

![Fig. 2. The plane partition around v](image)

**Lemma 4.** Every unit disk graph $G$ has a vertex $v$ such that the set

$$N_G(v) = \{u \neq v: \{u, v\} \in E(G)\}$$

has cardinality at most $3\omega(G) - 3$ and the set

$$N_{G^2}(v) - N_G(v)$$

contains at most $11\omega(G)$ vertices.

**Proof.** The proof of the lemma is based on the plane partition around vertex $v$ shown in Fig. 2. □

We say that a vertex ordering $v_1 \prec ... \prec v_n$ of $G$ is good if for every $2 \leq i \leq n$

(i) $|N_G(v_i) \cap \{v_1, ..., v_{i-1}\}| \leq 3\omega(G) - 3$;
(ii) $|(N_{G^2}(v_i) - N_G(v_i)) \cap \{v_1, ..., v_{i-1}\}| \leq 11\omega(G)$.

Notice, that by Lemma 4 every unit disk graph has a good vertex ordering. Also for a graph $G$ with $n$ vertices one can in $O(n^3)$ time either find a good vertex ordering, or conclude that there is no good ordering for $G$.

Now we are ready to describe algorithm RDL which can be regarded as robust distance labeling approximation algorithm. It doesn’t use the geometric representation of a graph $G$ and either concludes that $G$ is not unit disk graph, or (we prove it below) it finds an $L_{(2,1)}$-labeling of $G$ with the maximum label at most $\leq 20\omega(G) - 8$. 

**Algorithm** Robust Distance Labeling (RDL)

**Input:** Graph $G$ in adjacency list.

**Output:** Either $L_{(2,1)}$-labeling $c$ of $V(G)$, or conclusion that $G$ is not unit disk graph.

1. Run the robust algorithm to compute $\omega(G)$. This algorithm either computes $\omega(G)$, or concludes that $G$ is not unit disk graph.
2. Find a good vertex ordering $v_1 \prec \ldots \prec v_n$. If there is no such an ordering, then conclude that $G$ is not unit disk graph.
3. Label vertices sequentially in order $\prec$ as follows:
   
   3a. Assume that vertices $v_1, \ldots, v_{i-1}$ are already labeled.
   3b. Let $\lambda \geq 1$ be the smallest integer which is not used as a label of vertices in $N_G^2(v_i) \cap \{v_1, \ldots, v_{i-1}\}$ nor is a member of the set $\bigcup_{j \in \{1, \ldots, i-1\}: v_j \in N_G(v_i)} \{c(v_j) - 1, c(v_j), c(v_j) + 1\}$.
   3c. Label $v_i$ by $c(v_i) = \lambda$.

**Theorem 5.** For any graph $G$, Algorithm RDL either produces an $L_{2,1}$-labeling with maximum label at most $20 \omega(G) - 8$, or concludes that $G$ is not unit disk graph.

**Proof.** Suppose that algorithm output that $G$ is not unit disk graph. If it was done after the first step, then $G$ has no edge ordering $\prec_e$ and therefore is not unit disk graph. If the algorithm halts at the second step, then its conclusion is verified by Lemma 4.

Suppose that RDL outputs a labeling. Let us first show that the maximum label used by the algorithm is at most $20 \omega(G) - 8$. We proceed by induction. The vertex $v_1$ is labeled by 1, since both sets declared in 3b are empty. Suppose that we have labeled vertices $v_1, \ldots, v_{i-1}$. When we assign a label to $v_i$, then by (i) it has at most $3 \omega(G) - 3$ labeled neighbors and at most $9 \omega(G) - 9$ labels are unavailable because of these neighbors. (If one neighbor of $v_i$ has label $x$ then labels $x - 1, x$ and $x + 1$ are forbidden for $v_i$.) By (ii), at most $11 \omega(G)$ labeled vertices are at distance two from $v_i$. Therefore, the number of unavailable labels is at most $20 \omega(G) - 9$. Since we have $20 \omega(G) - 8$ labels, $c(v_i) \leq 20 \omega(G) - 8$. \hfill $\Box$

**Corollary 4.** The approximation ratio of the algorithm RDL is bounded by $\frac{32}{3} \simeq 10.67$ and tends to 10 as $\omega(G)$ grows to infinity.

Finally, we observe that for the construction of on-line algorithms with constant competitive ratio on unit disk graphs the knowledge of geometrical representation is crucial. For the coloring problem similar robust algorithm on unit disk graphs can be turned into on-line coloring algorithm (with worse competitive ratio). However this is not the case for the labeling problem. The main reason why RDL cannot be turned into “first-fit” algorithm is that at the moment when we have to select a suitable label for vertex $v_i$ we need information about all vertices from the set $\{v_1, \ldots, v_{i-1}\}$ that are at distance two from $v_i$ in $G$. Unfortunately this information cannot be fully derived from $G$ restricted onto $\{v_1, \ldots, v_i\}$, moreover any robust on-line algorithm should use at least $|V(G)| - 1$ labels, even if $G$ is an independent set: Every pair of vertices, except maybe the last one, should get different labels because there is always a possibility that the last vertex will be adjacent to both of them and they will be at distance two.
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Abstract. We consider the problem of labeling the nodes of an \(n\)-node graph \(G\) with short labels in such a way that the distance between any two nodes \(u, v\) of \(G\) can be approximated efficiently (in constant time) by merely inspecting the labels of \(u\) and \(v\), without using any other information. We develop such constant approximate distance labeling schemes for the classes of trees, bounded treewidth graphs, planar graphs, \(k\)-chordal graphs, and graphs with a dominating pair (including for instance interval, permutation, and AT-free graphs). We also establish lower bounds, and prove that most of our schemes are optimal in terms of the length of the labels generated and the quality of the approximation.
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1 Introduction

1.1 Motivation

Common network representations are usually global in nature; in order to derive a useful piece of information, one must have access to a global data structure representing the entire network, even if the sought piece of information is local, pertaining to only few nodes.

In contrast, the notion of labeling schemes \cite{2,1,12,17,11} involves using a more localized representation scheme for the network. The idea is to label the nodes in a way that will allow one to infer information concerning any two nodes directly from their labels, without using any additional information sources.

Clearly, for such a labeling scheme to be useful, it should use relatively short labels (say, of length polylogarithmic in \(n\)), and yet allow efficient (say, polylogarithmic time) information deduction. Recently, this natural idea was studied with respect to capturing distance information. This has led to the notion of distance labeling schemes, which are schemes possessing the ability to determine the distance between two nodes efficiently (i.e., in polylogarithmic time) given
their labels $[17]$. The applicability of distance labeling schemes in the context of communication networks has been illustrated in $[17]$, and various aspects of such schemes were further studied in $[10]$.

Observe that efficient exact distance labeling schemes may not exist for every graph family. In particular, for a family of $\Omega(\exp(n^{1+\epsilon}))$ non-isomorphic $n$-vertex graphs, any distance labeling scheme must use labels whose total combined length is $\Omega(n^{1+\epsilon})$, hence at least one label must be of $\Omega(n^\epsilon)$ bits. Specifically, for the class of all unweighted graphs, any distance labeling scheme must label some $n$-vertex graphs with labels of size $\Omega(n^\epsilon)$ $[10]$.

This raises the natural question of whether more efficient labeling schemes be constructed if we abandon the ambitious goal of capturing exact information, and settle for obtaining approximate estimates. This leads to the notion of approximate distance labeling schemes, which are the topic of the current paper.

1.2 Labeling Schemes for Approximate Distance

Let us define the notion of approximate distance labeling schemes more precisely. Given a connected undirected graph $G$ and two nodes $u$ and $v$, let $d_G(u, v)$ denote the distance between $u$ and $v$ in $G$. A node-labeling for the graph $G$ is a non-negative integer function $L$ that assigns a label $L(u, G)$ (in the form of a binary string) to each node $u$ of $G$.

A distance decoder is an integer function $f$ responsible for distance computation; given two labels $\lambda_1, \lambda_2$ (not knowing which graph they are taken from), it returns $f(\lambda_1, \lambda_2)$. We say that the pair $(L, f)$ is a distance labeling for $G$ if $f(L(u, G), L(v, G)) = d_G(u, v)$ for any pair of nodes $u, v \in V(G)$. We say that $(L, f)$ is an $(s, r)$-approximate distance labeling for $G$ if

$$d_G(u, v) \leq f(L(u, G), L(v, G)) \leq s \cdot d_G(u, v) + r$$

for any pair of nodes $u, v \in V(G)$. More generally, $(L, f)$ is an $(s, r)$-approximate distance labeling scheme for the graph family $\mathcal{G}$ if it is an $(s, r)$-approximate distance labeling for every graph $G \in \mathcal{G}$. This paper concerns the existence of approximate distance labeling schemes which use short labels. Let $|L(u, G)|$ denote the length of the binary label $L(u, G)$ associated with $u$ in $G \in \mathcal{G}$, and denote

$$\ell_{(L, f)}(\mathcal{G}) = \max_{G \in \mathcal{G}} \max_{u \in V(G)} |L(u, G)|$$

and

$$\ell_{(s, r)}(\mathcal{G}) = \min_{(L, f)} \{ \ell_{(L, f)}(\mathcal{G}) \}$$

where the minimum is taken over all $(s, r)$-approximate distance labeling schemes $(L, f)$ for $\mathcal{G}$.

We focus on two important special cases of $(s, r)$-approximate distance labeling schemes. An $(s, 0)$-approximate distance labeling scheme is referred to as a $s$-multiplicative distance labeling scheme. Analogously, a $(1, r)$-approximate distance labeling scheme is referred to as an $r$-additive distance labeling scheme. A 0-additive (or 1-multiplicative) distance labeling is termed an exact distance labeling scheme.
One may consider two variations on the distance labeling definition: the distinct label model and the non-distinct label model. The latter allows two different vertices to have the same labels, and thus lets us build schemes with sub-logarithmic label size. In the extreme case, graphs of constant diameter $D$ enjoy a $D$-additive distance labeling scheme with no labels at all in the non-distinct label model: it suffices to return the estimate $D$ to satisfy Eq. (1). In contrast, $\log n$ is a lower bound on the size of labels in the distinct label model, even in the case of an $n$-node clique. We remark that any distance labeling scheme in the non-distinct label model can be transformed into a scheme in the distinct label model (with the same estimate quality) by adding a unique $\log n$ bit identifier to each of the nodes. The notations $\ell_{(s,0)}(G)$ and $\ell_{(s,r)}(G)$ are defined for the non-distinct label model, and thus differ from the distinct label model by an additive $\log n$ factor.

We are also interested in the query time, i.e., the worst-case time complexity of the distance decoder. We assume a $\omega$-bit word RAM model of computation. Each memory word can contain an integer in the range $[0, 2^\omega)$. The instruction set available consists of standard arithmetic, bitwise logical and comparison operations on words, all assumed to require constant time. For the use of bucketing and perfect hashing functions, we assume that the arithmetic operation set contains integer multiplication and integer division. Denoting the size of the input graph by $n$, we assume that $\omega \geq \log n$.

1.3 Related Work

An exact distance labeling scheme for weighted $n$-node trees with integral weights from the range $[0, W)$ using $O(\log^2 n + \log n \log W)$ bit labels has been given in [17], and $O(\log^2 n)$ bit labeling schemes for interval graphs and permutation graphs were presented in [11], all with $O(\log n)$ query time. The Squashed Cube Conjecture of Graham and Pollak [8], proved by Winkler [19], implies an exact distance labeling scheme for arbitrary $n$-node graphs with $n \log_2(3) \approx 1.58n$ bit labels for general graphs, although with a prohibitive $\Theta(n)$ query time to decode the distance. With a different approach, [10] presented a distance labeling scheme with label size $11n + o(n)$ and with $O(\log \log n)$ query time. An $8k$-multiplicative distance labeling scheme, for each integer $k \geq 1$, is built in [17], using $O(k n^{1/k} \log n \log W)$ bit labels with query time linear in the label size, where $W$ stands for the integral weighted diameter. For unweighted $n$-node graphs, this yields a $O(\log n)$-multiplicative distance labeling scheme using $O(\log^3 n)$ bit labels with polylog query time.

Some bounds on the size of the labels are established in [10] for several families of $n$-node graphs. In particular, it is shown that $\ell_{(s,0)}(G_n) = \Omega(n)$ for every $s < 3$, where $G_n$ denotes the family of all connected graphs. For the family $G_{r(n),n}$ of graphs of treewidth bounded by $r(n)$, it is shown that $\ell_{(s,0)}(G_{r(n),n}) = \Omega(r(n))$, for all $s < 3$ and $r(n) < n/2$. On the other hand, an exact distance labeling scheme is proposed for $G_{r(n),n}$, with $O(R(n) \log n)$ bit labels and $O(R(n))$ query time, where $R(n) = \sum_{i=1}^{\log n} r(n/2^i)$. (We have $R(n) \leq r(n) \log n$, and for
monotone $r(n) \geq n^\epsilon$ with constant $\epsilon > 0$, $R(n) = O(r(n))$. It follows, for instance, that planar graphs support an exact distance labeling scheme with $O(\sqrt{n} \log n)$ bit labels, and that trees and bounded treewidth graphs support exact distance labeling schemes with $O(\log^2 n)$ bit labels.

It is also proved in [10] that $\ell_{(1,0)}(B_n) = \Omega(\sqrt{n})$ for the family $B_n$ of bounded degree graphs, and that $\ell_{(1,0)}(P_n) = \Omega(n^{1/3})$ for the family $P_n$ of bounded degree planar graphs. (For the family $P_{W,n}$ of weighted bounded degree planar graphs with weights in the range $[0, \sqrt{n}]$, it is proved that $\ell_{(1,0)}(P_{W,n}) = \Omega(\sqrt{n})$.) Finally, for the family $T_n$ of binary trees, it is shown that $\ell_{(1,0)}(T_n) \geq \frac{1}{2} \log^2 n - O(\log n)$. (For the family $T_{W,n}$ of weighted binary trees with weights in the range $[0, W]$), it is proved that $\ell_{(1,0)}(T_{W,n}) \geq \frac{1}{2} \log n \log W - O(\log W)$.)

1.4 Our Contribution

Section 2 deals with bounds on $s$-multiplicative distance labeling schemes. It is first shown that planar graphs have a $3$-multiplicative distance labeling scheme with $O(n^{1/3} \log n)$ bit labels. This should be contrasted with the upper and lower bounds of [10] mentioned above for exact distance labeling schemes for planar graphs.

Then, we propose a $(1 + 1/\log W)$-multiplicative distance labeling scheme using $O(\log n \cdot \log \log W)$ bit labels for the family of weighted $n$-node trees with weighted diameter bounded by $W$. More generally, we show that the family of $n$-node graphs of treewidth at most $r(n)$ and weighted diameter bounded by $W$ has a $(1 + 1/\log W)$-multiplicative distance labeling scheme using $O(R(n) \log \log W)$ bit labels and with $O(\log n)$ query time, assuming that $W = n^{O(1)}$. Hence, unweighted trees (and bounded treewidth graphs) enjoy a $(1 + 1/\log n)$-multiplicative distance labeling scheme using $O(\log n \cdot \log \log n)$ labels with constant query time.

We then turn to lower bounds on $s$-multiplicative distance labeling schemes. We establish, for every $s \geq 1$, a lower bound on such schemes on general $n$-node graphs. Specifically, it is shown that for general graphs, $\Omega(n^{1/(3s/4 - O(1))})$ bit labels are required in the worst-case. The current upper bound is $O(s n^{1/(s/8)} \log^2 n)$, derived from the result of [17] mentioned previously. Also, for trees, we show a lower bound of $\Omega(\log n \cdot \log \log n)$ bit labels for every $(1 + 1/\log n)$-multiplicative scheme, thus proving that the scheme establishing our upper bound is optimal. For the class of weighted trees, whose weights are in the range $[0, Z)$, we show for sufficiently large $Z$ a lower bound of $\Omega(\log n \cdot \log \log Z)$ for $(1 + 1/\log Z)$-multiplicative schemes (which is again an optimal bound). For lack of space, the lower bounds for trees are not presented in this abstract. Full proofs can be found in [19].

In Section 3.1, we turn to $r$-additive distance labeling schemes. We consider the family of $k$-chordal $n$-node graphs of diameter $D$, and show that they enjoy a $\lceil k/2 \rceil$-additive distance labeling scheme with labels of size $O(\log n \log D)$. In particular, the family of $n$-node chordal graphs has an $1$-additive distance labeling scheme with $O(\log^2 n)$ bit labels. Moreover, these schemes are polynomial-time
constructible, and have \(O(1)\) query time. We then consider the class of graphs of diameter \(D\) which have a dominating pair. This class includes, for instance, AT-free, permutation and interval graphs. We show that this class enjoys a 2-additive scheme, and even a 1-additive scheme for interval graphs, with \(\log D + O(1)\) bit labels in the non-distinct label model, and \(O(\log n)\) bit labels otherwise.

We then turn to lower bounds for \(r\)-additive distance labeling schemes. We show, for every \(r > 0\), a lower bound of \(\Omega((\sqrt{n}/(r+1)))\) on the required label size for \(r\)-additive distance labeling schemes over general \(n\)-node graphs. The bound is \(\Theta(n)\) if \(r < 2\). We also show a \(\Omega((\log^2 (n/(r+1)))\) lower bound on the label size for \(r\)-additive schemes on \(k\)-chordal graphs, proving that our scheme for \(k\)-chordal graphs is optimal in the label size and in the quality of the approximation. We also notice that exact distance labeling schemes for AT-free graphs or \(k\)-chordal graphs require \(\Omega(n)\) bit labels.

2 Multiplicative Approximate Schemes

2.1 A Scheme for Planar Graphs

This section presents a 3-multiplicative distance labeling scheme with \(O(n^{1/3}\log n)\) bit labels for the family of planar graphs. Let us start with some background concerning partitions of planar graphs. A region is a connected subgraph of a planar graph. One can distinguish two kinds of nodes: internal (belonging to only one region) and boundary nodes (that belong to two or more regions). The following decomposition lemma has been established in [5] using the \(O((\sqrt{n})\)-separator theorem.

**Lemma 1.** [5] For every \(n\)-node planar graph \(G\) and integer \(k > 0\), it is possible (in polynomial time) to partition the nodes of \(G\) into \(k\) regions, each of \(O(n/k)\) nodes and with \(O((\sqrt{n}/k))\) boundary nodes, such that any path connecting an internal node of one region to an internal node of another must go through at least one boundary node of each region.

Setting \(k = \lceil n^{1/3} \rceil\), we get \(O(n^{1/3})\) regions \(R_1, \ldots, R_k\), each with \(O(n^{2/3})\) nodes and \(O(n^{1/3})\) boundary nodes. Each region \(R_i\) is partitioned again into \(O(n^{1/3})\) subregions \(S_j\) of \(O(n^{1/3})\) (internal and boundary) nodes. Each node is given a unique integer identifier \(I(v) \in \{1, \ldots, n\}\), as well as a pair \(r(v) = (i, j)\), indicating its region number \(i\) and its subregion number \(j\). (For boundary nodes, choose a valid pair \((i, j)\) arbitrarily.)

Consider a node \(u\) that belongs to a region \(R_i\) and to the subregion \(S_j\) within \(R_i\). For every other region \(R_{i'}\) of \(G\), \(i' \neq i\), let \(p_u(R_{i'})\) denote the closest node to \(u\) in \(R_{i'}\). Note that \(p_u(R_{i'})\) is necessarily a boundary node in \(R_{i'}\). Similarly, for every other subregion \(S_{j'}\) of \(R_i\), \(j' \neq j\), let \(p_u(S_{j'})\) denote the closest node to \(u\) in \(S_{j'}\).

The label \(L(u, G)\) assigned to the node \(u\) consists of the following fields:

[a] its identifier \(I(u)\) and pair \(r(u) = (i, j)\);
[b] the distance from \(u\) to all the nodes in \(S_j\);
Lemma 2. For every region $R_i$ of $G$, $i' \neq i$;
[d] the identifier of $p_u(S_j')$ and the distance $d_G(u, p_u(S_j'))$, for every subregion $S_j'$ of $R_i$, $j' \neq j$;
[e] the distance from $u$ to all the boundary nodes in its region $R_i$.

The number of bits in the resulting label is bounded by $O(n^{1/3} \log n)$. The distance between $u$ and $v$ is computed from the labels $L(u, G)$ and $L(v, G)$ as follows:
1. Extract the region and subregion numbers of $u$ and $v$ from field [a] of the two labels.
2. If $u$ and $v$ belong to the same subregion $S_j$ in the same region $R_i$, then do:
   [a] extract $d_G(u, v)$ from field [b] of $L(v, G)$ using $I(v)$;
   [b] set $d(u, v) = d_G(u, v)$.
3. If $u$ and $v$ are in the same region $R_i$ but in different subregions, say $u \in S_j$ and $v \in S_j'$, then do:
   [a] extract $z = p_u(S_j')$ and $d_G(u, z)$ from field [d] of $L(u, G)$;
   [b] extract $d_G(z, v)$ from field [b] of $L(v, G)$;
   [c] set $d(u, v) = d_G(u, z) + d_G(z, v)$.
4. If $u$ and $v$ belong to different regions, say $u \in R_i$ and $v \in R_{i'}$, then do:
   [a] extract $z = p_u(R_{i'})$ and $d_G(u, z)$ from field [c] of $L(u, G)$;
   [b] extract $d_G(z, v)$ from field [e] of $L(v, G)$;
   [c] set $d(u, v) = d_G(u, z) + d_G(z, v)$.
5. Return $d(u, v)$.

Theorem 1. There exists a 3-multiplicative distance labeling scheme using labels of size $O(n^{1/3} \log n)$ for the family of $n$-node planar graphs. Moreover, the labels are polynomial time constructible and the distance decoder is $O(1)$-time complexity.

(All proofs are omitted and can be founded in $[\text{a}]$.)

2.2 A Scheme for Trees and Bounded Treewidth Graphs

A pair of integer functions $(\lambda, \phi)$ is an $(s, r)$-estimator of $\{1, \ldots, W\}$ if $\lambda : \{1, \ldots, W\} \to \{1, \ldots, 2^s\}$ (where typically $2^s \ll W$), $\phi : \{1, \ldots, 2^s\} \to \mathbb{N}$, and for every $x \in \{1, \ldots, W\}$, $x \leq \phi(\lambda(x)) \leq s \cdot x + r$. Intuitively, we think of $\lambda$ as a function “compacting” $x$, and of $\phi$ as a function attempting to reconstruct $x$ from $\lambda(x)$. The size of the estimator is $\alpha$, and its time complexity is the worst-case time complexity of the function $\phi$.

Lemma 2. For every $k \leq O(\omega)$, and for every $m \in \{0, \ldots, k\}$, there exists a constant time $(1 + 2^{-m}, 0)$-estimator of $\{1, \ldots, 2^k\}$ of size $\alpha = m + \lfloor \log(k - m + 1) \rfloor$.

Given a binary string $S$ of length $k$, let rank$s(i)$ denote the function that returns the number of 1’s up to and including position $i$, for $i \in \{1, \ldots, k\}$, and let $\text{lsb}_k(S)$ denote the position $p$ of the least significant bit in $S$ set to 1, $p \in \{0, \ldots, k\}$.
(p = 0 if S is null). The following two results require constant time integer multiplications and divisions on $O(\log n)$-bit words, which are allowed in our computational model.

**Lemma 3.** 1. [16][15] For every integer $k \leq n$, and for every binary string $S$ of length $k$, the operation $\text{rank}_S(\cdot)$ can be performed in $O(1)$ worst-case time with $o(k)$ pre-computed auxiliary bits, and $k + o(k)$ bits in total.

2. [6] For every integer $k \leq O(\log n)$, the operation $\text{lsb}_k(\cdot)$ can be performed in $O(1)$ worst-case time with $O(k)$ pre-computed auxiliary bits.

We state the main result for weighted trees. Given an integer $W > 0$, a $W$-tree is a weighted tree whose weighted diameter is bounded by $W$. Note that an unweighted tree $T$ of diameter $D$ is a particular case of a $W$-tree, for $W = D$.

It is well-known that every $n$-node tree has a node, hereafter called a separator, which splits tree into connected components each of at most $n/2$ nodes.

Let $T$ be any $n$-node $W$-tree, and $u \in V(T)$, and let $(\lambda, \phi)$ be an $(s, r)$-estimator of $\{1, \ldots, W\}$. Apply the above separator property to $T$, and let $s_1$ be the obtained separator. With each connected component $F$ of $T \setminus \{s_1\}$, we associate a unique label $c(F) \in \{1, \ldots, \deg(s_1)\}$ such that for every two components $A, B$ of $T \setminus \{s_1\}$, if $|V(A)| \geq |V(B)|$ then $c(A) \leq c(B)$. Let $T_1$ be the connected component of $T \setminus \{s_1\}$ containing $u$, and let $c_1 = c(T_1)$.

We recursively apply this decomposition scheme to $T_i$, $i \geq 1$, in order to obtain $s_{i+1}, T_{i+1}$ and $c_{i+1}$ such that $u \in V(T_{i+1})$ and $c_{i+1} = c(T_{i+1})$, until we have $u = s_{h+1}$. Let $h$ be the index such that $u = s_h+1$. Note that $h + 1 \leq \log n$.

We set the label of $u$ in $T$ to be

$$L(u, T) = \langle(c_1, \ldots, c_h), (\lambda(d_T(u, s_1)), \ldots, \lambda(d_T(u, s_h))) \rangle.$$

Given two nodes $u, u'$ of labels $\langle(c_1, \ldots, c_h), (\lambda_1, \ldots, \lambda_h) \rangle$ and $\langle(c'_1, \ldots, c'_h'), (\lambda'_1, \ldots, \lambda'_h') \rangle$ respectively, we compute the distance as follows:

1. compute the lowest index $i_0$ such that $c_{i_0} \neq c'_{i_0}$;
2. return $\phi(\lambda_{i_0}) + \phi(\lambda'_{i_0})$.

**Theorem 2.** Let $\alpha$ be the size of an $(s, r)$-estimator of $\{1, \ldots, W\}$, and let $t$ denote its time complexity. Then the above scheme is an $(s, 2r)$-approximate distance labeling scheme using labels of size $\alpha \log n + O(\log n)$ for the family of $n$-node $W$-trees. Moreover, the distance decoder is $O(t)$-time complexity.

In particular, choosing $k = \lceil \log W \rceil$ and $m = \lceil \log \log W \rceil$ in Lemma 2 we have the following (noting that if $W = n^{O(1)}$, then $k = O(\omega)$ and thus all the distances can be estimated in constant time).

**Corollary 1.** 1. There exists a $(1 + 1/\log W)$-multiplicative distance labeling scheme using labels of size $O(\log n \cdot \log \log W)$ for the family of $n$-node $W$-trees. Moreover, the distance decoder is $O(1)$-time complexity for $W = n^{O(1)}$.

2. There exists a $(1 + 1/\log n)$-multiplicative distance labeling scheme using labels of size $O(\log n \cdot \log \log n)$ for the family of $n$-node unweighted trees. Moreover, the distance decoder is $O(1)$-time complexity.
The scheme for trees can be applied together with the tree-decomposition scheme for bounded treewidth graphs \([18]\) (see also Section 3.1). In \([10]\) it is shown that graphs of treewidth bounded by \(r(n)\) have exact distance labeling scheme using \(O(R(n)\log n)\) bit labels, for every monotone function \(r(n)\), and with \(O(R(n))\) query time, where \(R(n) = \sum_{i=0}^{\log n} r(n/2^i)\). Using the above scheme for trees, this result can be extended as follows.

**Corollary 2.** There exists a \((1 + 1/\log W)\)-multiplicative (resp., exact) distance labeling scheme using labels of size \(O(R(n)\log \log W)\) (resp., \(O(R(n)\log W)\)) for the family of weighted \(n\)-node graphs of treewidth at most \(r(n)\) and of weighted diameter \(W\). Moreover, the distance decoder is \(O(r(n))\)-time complexity for \(W = n^{O(1)}\).

It follows that \(n\)-node trees and bounded treewidth graphs enjoy exact distance labeling with \(O(\log^2 n)\) bit labels with constant query time (improving the query time of the scheme of \([17]\)).

### 2.3 A Lower Bound for Multiplicative Schemes

To prove a lower bound on \(s\)-multiplicative distance labeling schemes on general graphs, we need the following concept introduced in \([10]\). For every graph family \(F\) under consideration, we assume that each \(n\)-node graph of \(F\) is a labeled graph on the set of nodes \(V_n = \{1, \ldots, n\}\). Let \(A \subseteq V_n\), and let \(k > 1\) be a real number \((k\) can be a function of \(n)\). \(F\) is an \((A, k)\)-family if for every two distinct graphs \(G, H \in F\) there exist \(x, y \in A\) such that \(d_G(x, y) > k \cdot d_H(x, y)\) or \(d_H(x, y) \geq k \cdot d_G(x, y)\). The following lemma is shown in \([10]\) and is useful to prove Lemma 5.

**Lemma 4.** \([10]\) Let \(F\) be an \((A, k)\)-family for \(k > 1\). Then for any \(s < k\), \(\ell_{(s, 0)}(F) \geq (\log |F|)/|A|\).

**Lemma 5.** Let \(G\) be any connected graph with \(n\) nodes, \(m\) edges and girth \(g\). Then the family \(S_G\) composed of all the \(n\)-node connected subgraphs of \(G\) satisfies, for every real number \(1 \leq s < g - 1\), \(\ell_{(s, 0)}(S_G) \geq m(n) - O(1)\).

In particular, Lemma 5 implies that, for every \(s < g - 1\), \(\ell_{(s, 0)}(G_n) \geq m(g, n)/n - O(1)\), where \(m(g, n)\) denotes the maximum number of edges in an \(n\)-node graphs of girth \(g\). In \([11]\) it is conjectured that \(m(2k + 2, n) = \Omega(n^{1+1/k})\), proving later for \(k = 1, 2, 3\) and 5. In \([13]\), it is shown that \(m(4k + 2, n) = \Omega(n^{1+1/(3k-1)})\) and that \(m(4k, n) = \Omega(n^{1+1/(3(k-1))})\). Therefore,

**Theorem 3.** For every \(s \geq 1\), \(\ell_{(s, 0)}(G_n) = \Omega(n^{1/(3s/4-O(1))})\).

### 3 Additive Approximate Schemes

#### 3.1 A Scheme for \(k\)-Chordal Graphs

A graph is \(k\)-chordal if it does not contain any chordless cycles of length larger than \(k\) (where a chord is an edge joining two non-neighbors of the cycle). Chordal graphs are exactly 3-chordal graphs.
We use the notion of tree-decomposition used by Roberston and Seymour in their work on graphs minors \cite{35}. A tree-decomposition of a graph $G$ is a tree $T$ whose nodes are subsets of $V(G)$, such that

1. $\bigcup_{X \in V(T)} X = V(G)$;
2. for every $\{u, v\} \in E(G)$, there exists $X \in V(T)$ such that $u, v \in X$; and
3. for all $X, Y, Z \in V(T)$, if $Y$ is on the path from $X$ to $Z$ in $T$, then $X \cap Z \subseteq Y$.

For every $S \subseteq V(G)$, denote \( \text{diam}_G(S) = \max_{u, v \in S} d_G(u, v) \). We denote by $G \setminus S$ the subgraph of $G$ induced by the set of nodes $V(G) \setminus S$.

$S$ is a separator of $G$ if $G \setminus S$ is composed of two or more connected components. Moreover, $S$ is said to be minimal if every proper subset of $S$ if not a separator of $G$. Given $x, y \in V(G)$, $S$ is an $x, y$-separator if $x$ and $y$ belongs to two distinct connected components in $G \setminus S$. We have the following.

**Lemma 6.** For every $k$-chordal graph $G$, there exists a tree-decomposition $T$ such that $|V(T)| \leq |V(G)|$, and such that, for every $X \in V(T)$, $\text{diam}_G(X) \leq k/2$. Moreover, $T$ is polynomial-time constructible.

Using the scheme for trees, we have the following result:

**Theorem 4.** There exists a $[k/2]$-additive distance labeling scheme with labels of size $O(\log n \log D)$ for the family of $k$-chordal $n$-node graphs with (weighted) diameter $D$. Moreover, the scheme is polynomial-time constructible, and the distance decoder is $O(1)$-time complexity.

**Corollary 3.** There exists a $1$-additive distance labeling scheme with labels of size $O(\log^2 n)$ for the family of $n$-node chordal graphs. Moreover, the scheme is polynomial-time constructible, and the distance decoder is $O(1)$-time complexity.

The previous bound is optimal with respect to both the approximation ratio and the label size. Indeed, as seen later in Section \S3.4 every $1$-additive distance labeling scheme on the family of trees (that are chordal) requires some labels of size $\Omega(\log^2 n)$. Moreover, every exact distance labeling scheme on chordal graphs of diameter $3$ requires label of size $\Omega(n)$ (cf. Theorem 6).

### 3.2 Dominating Pair

Our next goal is to show that in certain cases (including for instance interval, permutation, and AT-free graphs), Theorem 4 can be improved upon. A pair of nodes $\{x, y\}$ in a graph $G$ is called a dominating pair if for every path $P$ in $G$ between $x$ and $y$, and for every $u \in V(G)$, there exists a node of $P$ at distance at most $1$ of $u$ (we say that $P$ dominates $u$).

Consider any graph $G$ having a dominating pair $\{x, y\}$, and let $\delta = d_G(x, y)$. The distance labeling scheme for graphs having a dominating pair is based on the decomposition by distance layers from node $x$. Let us define $L_t = \{u \in V(G) \mid d_G(x, u) = t\}$, for every $t \geq 0$. Note that for every $0 < t < \delta$, $L_t$ is a $x, y$-separator. Let $S_t$ denote a minimal $x, y$-separator in $L_t$, for every $0 < t < \delta$. We set $S_0 = \{x\}$, $S_\delta = \{y\}$ and $S_{\delta+1} = \emptyset$. An $x, y$-path is a loop-free path between $x$ and $y$. We establish a number of claims useful for our analysis.
Then, every word of which are joined by a path of \( G \)-AT-free graphs node \( [13] \). Graphs without asteroidal triple are termed asteroidal triple. This class includes, in particular, the classes of interval, permutation, bounded tolerance and co-comparability graphs (see \([7]\)). It is well-known that AT-free graphs have \( 3 \)-chordal AT-free graphs, the following corollary holds:

**Claim.** Let \( C_x \) and \( C_y \) be the connected components of \( G \setminus S_t \), for \( 0 < t < \delta \), containing respectively \( x \) and \( y \). For any node \( z \in S_t \), there exists an \( x, y \)-path contained in \( C_x \cup C_y \cup \{ z \} \), composed of a shortest \( x, z \)-path and of an induced \( z, y \)-path (i.e., a chordless \( z, y \)-path) called hereafter an \( x, z, y \)-path.

**Claim.** (1) Let \( t, t' \) such that \( 0 < t \leq t' < \delta \). Let \( P \) be a \( x, z, y \)-path with \( z \in S_t \). Then, every \( w' \in L_{t'} \setminus S_{t'} \) has no neighbors in \( P \cap L_{t'+1} \).

(2) For every \( t \geq 1 \), and every \( w \in L_t \), \( w \) has a neighbor in \( S_{t-1} \).

Let us now consider two distinct nodes \( u \) and \( v \), and let \( t_u = d_G(x,u) \) and let where \( t_v = d_G(x,v) \). W.l.o.g., assume that \( t_u \leq t_v \). The next claim gives approximations of \( d_G(u,v) \) depending on the respective positions of \( u \) and \( v \) in the distance layer decomposition. It allows us to prove Theorem 5.

**Claim.** (1) If \( t_u = 0 \), then \( d_G(u,v) = t_v \).

(2) If \( 0 < t_u = t_v \leq \delta + 1 \), then \( 1 \leq d_G(u,v) \leq 2 \).

(3) If \( 0 < t_u < t_v \leq \delta + 1 \), then \( t_v - t_u \leq d_G(u,v) \leq t_v - t_u + 2 \).

**Theorem 5.** Let \( G \) be a graph of diameter \( D \) with a dominating pair. Then \( G \) has a 2-additive distance labeling with labels of size \( \log D + O(1) \). Moreover, the distance decoder is \( O(1) \)-time complexity.

An asteroidal triple of a graph \( G \) is an independent triple of nodes, each two of which are joined by a path of \( G \) that avoids the neighborhood of the third node \([3]\). Graphs without asteroidal triple are termed AT-free graphs. This class includes, in particular, the classes of interval, permutation, bounded tolerance and co-comparability graphs (see \([7]\)). It is well-known that AT-free graphs have a dominating pair \([3]\) that can be founded in linear time. We thus have the following.

**Corollary 4.** There exists a 2-additive distance labeling scheme with labels of size \( \log D + O(1) \) for the family of AT-free graphs of diameter \( D \). Moreover, the scheme is polynomial-time constructible, and the distance decoder is \( O(1) \)-time complexity.

To get a 1-additive scheme for a subclass of AT-free, we examine in more detail the situation described by the last claim in case (3), namely, \( t_u < t_v \), i.e., \( d_G(x,u) < d_G(x,v) \). Indeed, thanks to the case (1) of the same claim, we already have a 1-additive scheme for \( t_u = t_v \). We can show (details can be founded in \([3]\)):

**Lemma 7.** Let \( G \) be a graph that has a dominating pair \( \{ x, y \} \). For any two nodes \( u \) and \( v \) of \( G \), with \( d_G(x,u) \leq d_G(x,v) \), if \( u \) does not belong two a chordless cycle \( C_k \), \( k \geq 4 \), then \( d_G(u,v) \leq d(u,v) \leq d_G(u,v) + 1 \).

Since interval graphs are 3-chordal AT-free graphs, the following corollary holds:

**Corollary 5.** There exists a 1-additive distance labeling scheme with labels of size \( \log D + O(1) \) for interval graphs of diameter \( D \). Moreover, the scheme is polynomial-time constructible, and the distance decoder is \( O(1) \)-time complexity.
3.3 Lower Bounds for Additive Schemes

In this section we establish some lower bounds on \( r \)-additive distance labeling schemes. For general graphs we show that labels of size \( \Omega(\sqrt{n/r}) \) are required in the worst-case (the lower bound can be improved to \( \Theta(n) \) for \( r < 2 \)), and that every \( r \)-additive distance labeling on \( k \)-chordal graphs must use labels of length \( \Omega(\log^2 n) \), for every constant \( r \geq 0 \). Moreover, there is no exact distance labeling scheme with labels shorter than \( \Omega(n) \) bits, proving that the scheme presented in Section 3.1 is optimal (cf. Theorem 4 and Corollary 3).

Let us now show that the labeling scheme of Section 3.1 for \( k \)-chordal graphs with bounded \( k \) is optimal in terms of the length of its labels. First, let us show that there is no exact distance labeling scheme for chordal graphs using “short” labels. Consider the family \( S_n \) of connected split graphs, namely, all the \( n \)-node graphs composed of a clique \( C \), and of an independent set \( I \) of \( n - |C| \) nodes, such that each node of \( I \) is connected to at least one node of \( C \). Let \( C_{n,k} \) be the class of connected \( n \)-node \( k \)-chordal graphs. Clearly, \( S_n \) is a subclass of \( C_{n,3} \) (because every cycle of 4 or more nodes has a chord belonging to \( C \)) and \( S_n \) is connected (in fact, it contains only graphs of diameter at most three).

Recall that \( \ell(s,r)(\cdot) \) is related to the non-distinct label model.

**Theorem 6.** For every \( k \geq 3 \) and \( s < 2 \), \( \ell(s,0)(C_{n,k}) \geq \ell(s,0)(S_n) \geq n/4 - O(1) \). On the other hand, the family \( S_n \) supports a 1-additive distance labeling scheme with 1 bit labels (or \( \lceil \log n \rceil + 1 \) bit label, if we insist on distinct labels).

Similarly, we have the following for AT-free graphs.

**Theorem 7.** Let \( A_n \) be the class of connected \( n \)-node AT-free graphs. For every \( s < 2 \), \( \ell(s,0)(A_n) \geq n/4 - O(1) \).

We now give a bound of \( \Omega(\sqrt{n/r}) \) on the label size for general graphs. We start with a simple observation: \( \ell(s,r)(F) \geq \ell(s+r,0)(F) \), for all \( s \geq 1 \), \( r \geq 0 \), and graph family \( F \). Thus, for general graphs, since \( \ell(s,0)(G_n) = \Theta(n) \) for every \( s < 3 \) (cf. [10]), we have \( \ell(1,r)(G_n) = \Theta(n) \) for every \( r < 2 \).

We complete Theorem 4 by showing that even for \( r \geq \lceil k/2 \rceil \), every \( r \)-additive scheme for \( k \)-chordal graphs requires labels of length \( \Omega(\log^2 n) \). Let \( T \) be the family of trees, and let \( T_n \subset T \) denote \( n \)-node trees. Since \( T_n \subseteq C_{n,k} \), it suffices to show that \( \ell(1,r)(T_n) = \Omega(\log^2 n) \) for every constant \( r \). Using subdivision of edges, one can easily show:

**Corollary 6.** For every \( r \geq 0 \), \( \ell(1,r)(T_n) = \Omega(\log^2(n/(r+1))) \), and thus, for every \( k \geq 3 \), \( \ell(1,r)(C_{n,k}) = \Omega(\log^2(n/(r+1))) \).

We also improve the lower bound on \( r \)-additive schemes on general graphs.

**Corollary 7.** \( \ell(1,r)(G_n) = \Theta(n) \) if \( r < 2 \), and \( \ell(1,r)(G_n) = \Omega(\sqrt{n/r}) \), if \( r \geq 2 \).
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Abstract. We consider graph drawings in which vertices are assigned to layers and edges are drawn as straight line-segments between vertices on adjacent layers. We prove that graphs admitting crossing-free $h$-layer drawings (for fixed $h$) have bounded pathwidth. We then use a path decomposition as the basis for a linear-time algorithm to decide if a graph has a crossing-free $h$-layer drawing (for fixed $h$). This algorithm is extended to solve a large number of related problems, including allowing at most $k$ crossings, or removing at most $r$ edges to leave a crossing-free drawing (for fixed $k$ or $r$). If the number of crossings or deleted edges is a non-fixed parameter then these problems are NP-complete. For each setting, we can also permit downward drawings of directed graphs and drawings in which edges may span multiple layers, in which case the total span or the maximum span of edges can be minimized. In contrast to the so-called Sugiyama method for layered graph drawing, our algorithms do not assume a preassignment of the vertices to layers.

1 Introduction

Layered graph drawing is a popular paradigm for drawing graphs, and has applications in visualization, in DNA mapping, and in VLSI layout. In a layered drawing of a graph, vertices are arranged in horizontal layers, and edges are routed as polygonal lines between distinct layers. For acyclic digraphs, it may be required that edges point downward.
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The quality of layered drawings is assessed in terms of criteria to be minimized, such as the number of edge crossings; the number of edges whose removal eliminates all crossings; the number of layers; the maximum span of an edge, i.e., the number of layers it crosses; the total span of the edges; and the maximum number of vertices in one layer. Unfortunately, the question of whether a graph $G$ can be drawn in two layers with at most $k$ crossings, where $k$ is part of the input, is NP-complete \cite{11,12}, as is the question of whether $r$ or fewer edges can be removed from $G$ so that the remaining graph has a crossing-free drawing on two layers \cite{27,10}. Both problems remain NP-complete when the permutation of vertices in one of the layers is given \cite{11,10}.

When, say, the maximum number of allowed crossings is small, an algorithm whose running time is exponential in this parameter but polynomial in the size of the graph may be useful. The theory of parameterized complexity (surveyed in \cite{7}) addresses complexity issues of this nature, in which a problem is specified in terms of one or more parameters. A parameterized problem with input size $n$ and parameter size $k$ is fixed parameter tractable, or in the class $FPT$, if there is an algorithm to solve the problem in $f(k) \cdot n^\alpha$ time, for some function $f$ and constant $\alpha$.

In this paper we present fixed parameter tractability results for a variety of layered graph drawing problems. To our knowledge, these problems have not been previously studied from this point of view. In particular, we give a linear time algorithm to decide if a graph has a drawing in $h$ layers (for fixed $h$) with no crossings, and if so, to produce such a drawing. We then modify this basic algorithm to handle many variations, including the $k$-crossings problem (for fixed $k$, can $G$ be drawn with at most $k$ crossings?), and the $r$-planarization problem (for fixed $r$, can $G$ be drawn so that the deletion of at most $r$ edges removes all crossings?). The exact solution of the $r$-planarization problem for $h \geq 3$ layers is stated as an open problem in a recent survey \cite{23}, even with vertices preassigned to layers. Our algorithm can be modified to handle acyclic directed graphs whose edges must be drawn pointing downward. We also consider drawings whose edges are allowed to span multiple layers. In this case, our algorithm can minimize the total span of the edges, or alternatively, minimize the maximum span of an edge.

We do not assume a preassignment of vertices to layers. In this regard, our approach is markedly different from the traditional method for producing layered drawings, commonly called the Sugiyama algorithm, which operates in three phases. In the first phase, the graph is layered; that is, the vertices are assigned to layers to meet some objective, such as to minimize the number of layers or the number of vertices within a layer \cite[Chapter 9.1]{6}. In the second phase the vertices within each layer are permuted to reduce crossings among edges, typically using a layer-by-layer sweep algorithm \cite{26}. In this method, for successive pairs of neighbouring layers, the permutation of one layer is fixed, and a good permutation of the other layer is determined. The third phase of the method assigns coordinates to the vertices \cite{2}.

A disadvantage of the Sugiyama approach is that after the vertices have been assigned to layers in the first phase, these layer assignments are not changed.
during the crossing minimization process in the second phase. In contrast, our algorithms do not assume a preassignment of vertices to layers. For example, in linear time we can determine whether a graph can be drawn in \( h \) layers with at most \( k \) edge crossings (for fixed \( h \) and \( k \)), taking into account all possible assignments of vertices to the layers.

The second phase of the Sugiyama algorithm has received much attention in the graph drawing literature. Notable are polynomial time algorithms to test if a layered graph admits a crossing-free drawing \[15,17\], and if so, to produce such a drawing with straight line-segments \[16\], even for edges which span multiple layers \[9\]. Integer linear programming formulations have been developed for crossing minimization in layered graphs \[15,18,19\], and for 2-layer planarization \[22,24\]. The special case of two layers is important for the layer-by-layer sweep approach. Junger and Mutzel \[19\] summarize the many heuristics for 2-layer crossing minimization. Our companion paper \[8\] addresses the 2-layer case.

The remainder of this paper is organized as follows. Section 2 gives definitions and discusses pathwidth, a key concept for our algorithms. The overall framework for our algorithms is presented in Section 3, where we consider the problem of producing layered drawings with no crossings. The \( r \)-planarization problem, the \( k \)-crossings problem, and further variants are considered in Section 4. Section 5 concludes with some open problems. Many proofs are omitted or sketched due to space limitations.

## 2 Preliminaries

We denote the vertex and edge sets of a graph \( G \) by \( V(G) \) and \( E(G) \), respectively; we use \( n \) to denote \( |V(G)| \). Unless stated otherwise, the graphs considered are simple and without self-loops. For a subset \( S \subseteq V(G) \), we use \( G[S] \) to denote the subgraph of \( G \) induced by the vertices in \( S \). In order to structure our dynamic programming algorithms, we make use of the well-known graph-theoretic concepts of path decomposition and pathwidth.

A path decomposition \( P \) of a graph \( G \) is a sequence \( P_1, \ldots, P_p \) of subsets of \( V(G) \) that satisfies the following three properties: (1) for every \( u \in V(G) \), there is an \( i \) such that \( u \in P_i \); (2) for every edge \( uv \in E(G) \), there is an \( i \) such that both \( u, v \in P_i \); and (3) for all \( 1 \leq i < j < k \leq p \), \( P_i \cap P_k \subseteq P_j \). The width of a path decomposition is defined to be \( \max\{|P_i| - 1 : 1 \leq i \leq p\} \). The pathwidth of a graph \( G \) is the minimum width \( w \) of a path decomposition of \( G \). Each \( P_i \) is called a bag of \( P \). It is easily seen that the set of vertices in a bag is a separator of the graph \( G \). For fixed \( w \), path decompositions of graphs of pathwidth \( w \) can be found in linear time \[4\].

A path decomposition \( P = P_1, \ldots, P_p \), of a graph \( G \) of pathwidth \( w \) is a normalized path decomposition if (1) \( |P_i| = w + 1 \) for \( i \) odd; (2) \( |P_i| = w \) for \( i \) even; and (3) \( P_{i-1} \cap P_{i+1} = P_i \) for even \( i \). Given a path decomposition, a normalized path decomposition of the same width (and \( \Theta(n) \) bags) can be found in linear time \[13\].
A proper \( h \)-layer drawing of a (directed or undirected) graph \( G \) consists of a partition of the vertices \( V(G) \) into \( h \) layers \( L_1, L_2, \ldots, L_h \) such that for each edge \( uv \in E(G) \), \( u \in L_i \) and \( v \in L_j \) implies \( |i - j| = 1 \); vertices in layer \( L_i \), \( 1 \leq i \leq h \), are positioned at distinct points in the plane with a \( Y \)-coordinate of \( i \), and edges are represented by straight line-segments.

Edge crossings in layered drawings do not depend on the actual assignment of \( X \)-coordinates to the vertices, and we shall not be concerned with the determination of such assignments. For our purposes, a layered drawing can be represented by the partition of the vertices into layers and linear orderings of the vertices within each layer. In a layered drawing, we say a vertex \( u \) is to the \textit{left} of a vertex \( v \) and \( v \) is to the \textit{right} of \( u \), if \( u \) and \( v \) are in the same layer and \( u < v \) in the corresponding linear ordering.

An \((a, b)\)-stretched \( h \)-layer drawing of a graph \( G \) is a proper \( h \)-layer drawing of a graph \( G' \) obtained from \( G \) by replacing each edge of \( G \) by a path of length at most \( a + 1 \) such that the total number of “dummy” vertices is at most \( b \), and all edges have monotonically increasing or decreasing \( Y \)-coordinates. Of course, proper \( h \)-layer drawings are \((0, 0)\)-stretched. A graph is said to be an \((a, b)\)-stretchable \( h \)-layer graph if it admits an \((a, b)\)-stretched \( h' \)-layer drawing for some \( h' \leq h \).

A layered drawing with at most \( k \) crossings is said to be \( k \)-crossing, where a crossing is counted every time a pair of edges cross. A \( 0 \)-crossing \( h \)-layer drawing is called an \( h \)-layer plane drawing. A graph is \((a, b)\)-layer planar if it admits an \((a, b)\)-stretched) plane \( h' \)-layer drawing for some \( h' \leq h \). A layered drawing in which \( r \) edges can be deleted to remove all crossings is said to be \( r \)-planarizable, and a graph which admits an \((a, b)\)-stretched) \( r \)-planarizable \( h \)-layer drawing is said to be an \((a, b)\)-stretchable \( r \)-planarizable \( h \)-layer graph.

For an acyclic digraph \( G \), an \((a, b)\)-stretched) \( h \)-layer drawing if \( G \) is called \textit{downward} if for each edge \((u, v) \in E(G) \), \( u \in L_i \) and \( v \in L_j \) implies \( i > j \).

## 3 Proper \( h \)-Layer Plane Drawings

In this section we present an algorithm for recognizing proper \( h \)-layer planar graphs. Our algorithm, which performs dynamic programming on a path decomposition, relies on the fact that an \( h \)-layer planar graph has bounded pathwidth.

**Lemma 1.** If \( G \) is an \( h \)-layer planar graph, then \( G \) has pathwidth at most \( h \).

**Proof Sketch.** First consider a proper \( h \)-layer planar graph \( G \). Given an \( h' \)-layer plane drawing of \( G \) for some \( h' \leq h \), we form a normalized path decomposition of \( G \) in which each bag of size \( h' \) contains exactly one vertex from each layer. Let \( S \) be the set of leftmost vertices on each layer, where \( s_i \in S \) is the vertex on layer \( i \). Initialize the path decomposition to consist of the single bag \( S \), and repeat the following step until \( S \) consists of the rightmost vertices on each layer: find a vertex \( v \in S \) such that all neighbours of \( v \) are either in \( S \) or to the left of vertices in \( S \). Let \( u \) be the vertex immediately to the right of \( v \). Append the bag \( S \cup \{u\} \), followed by \( S \cup \{u\} \setminus \{v\} \) to the path decomposition, and set
the current bag $S \leftarrow S \cup \{u\} \setminus \{v\}$. It is not hard to show that this yields
the required decomposition. To handle stretchable $h$-layer planar graphs, insert
dummy nodes, apply the above algorithm, replace dummy vertices on an edge
$uv$ by $u$, and remove all but one of a sequence of duplicate bags. \hfill \Box

As stated in Section 2, we can obtain a normalized width-$h$ path decomposi-
tion of any graph for which one exists in time $O(n)$ (for fixed $h$) [11]. Applying
this algorithm to an $h$-layer planar graph will in general not result in a "nice"
decomposition like that in Lemma 1 (where bags of size $h$ contain exactly one
vertex from each layer), but we can use the fact that each bag is a separator
in order to obtain a dynamic programming algorithm. In the remainder of this
section we prove the following result.

**Theorem 1.** There is an $f(h) \cdot n$ time algorithm that decides whether a given
graph $G$ on $n$ vertices is proper $h$-layer planar, and if so, produces a drawing.

By applying the algorithm of Bodlaender [4], we can test if $G$ has a path
decomposition of width at most $h$. If $G$ does not have such a path decomposition,
by Lemma 1 $G$ is not $h$-layer planar. Otherwise, let $P = P_1, \ldots, P_p$ be the
normalized path decomposition of $G$ given by the algorithm of Gupta et al. [11].
Let $w \leq h$ be the width of this path decomposition. (Our algorithm, in fact,
works on any path decomposition of fixed width $w$, and in subsequent sections
we present modifications of this procedure where the path decomposition has
width $w > h$.)

Our dynamic programming is structured on the path decomposition, where
for each bag $P_i$ in turn, we determine all possible assignments of the vertices of
$P_i$ to layers and, for each assignment, all possible orderings of the vertices on a
particular layer such that $G[\cup_{j \leq i} P_j]$ is proper $h$-layer planar.

The key to the complexity of the algorithm is the fact that the number of
proper $h$-layer plane drawings of $G[\cup_{j \leq i} P_j]$ can be bounded as a function
only of the parameters $h$ and $w$. In order to ensure this bound, we need a way
of representing not only edges between vertices in $P_i$ but also edges with one
or more endpoints in $\bigcup_{j<i} P_j \setminus P_i$. Since representing each edge will require a
prohibitively large amount of information, we instead label horizontal “intervals”
between vertices in $P_i$ on the same layer.

More formally, for a subset $S$ of vertices in a proper $h$-layer drawing of a
graph, we add a set $S'$ of $2h$ boundary vertices to the extreme left and extreme
right of each layer, and use the term *interval*, denoted by $\text{int}(u,v)$, to refer to
the horizontal line-segment between any pair of consecutive vertices $u$ and $v$ in
$S \cup S'$ on the same layer. The set of all intervals for $S \cup S'$ is denoted by $\text{int}(S)$.

It is not difficult to see that the number of intervals is linear in $h + |S|$.

A crucial observation is that, for the purposes of deciding where vertices and
edges can be inserted into a partial drawing of $G$, the edges with endpoints in
$\text{int}(u,v)$ can be represented by the sets of vertices in the layers above and below
that can “see” a particular “subinterval” of $\text{int}(u,v)$.

In a proper $h$-layer plane drawing, let $u$ and $v$ be a pair of vertices appearing
at layer $\ell$, $1 < \ell < h$, (where other vertices may appear between $u$ and $v$ on
layer \( \ell \), \( T \) be any subsequence of the vertices at layer \( \ell + 1 \), and \( B \) be any subsequence of the vertices at layer \( \ell - 1 \), where the vertices in a particular layer are ordered from left to right. A point \( x \) in \( \text{int}(u, v) \) is visible to a subsequence \( T' \) of \( T \) and a subsequence \( B' \) of \( B \) if it is possible to draw line-segments between \( x \) and every point in \( T' \) and \( B' \) without creating any crossings. A subinterval \( I \) of \( \text{int}(u, v) \) is a sequence of points in \( \text{int}(u, v) \) visible to the same subsequences \( T' \) of \( T \) and \( B' \) of \( B \). We say \( I \) is visible to these subsequences, and we label \( I \) by the pair \( (T', B') \), its visibility label with respect to \( T \) and \( B \), or more succinctly, its visibility label (see Fig. 1). By extension, a sequence of visibility labels for subintervals of \( \text{int}(u, v) \), with each consecutive sequence of identical labels replaced by a single copy, forms a visibility label of \( \text{int}(u, v) \), and for any subset \( S \) of vertices in a layered graph, the visibility labels of all subintervals of intervals in \( \text{int}(S) \) forms a visibility label of \( \text{int}(S) \).

Fig. 1. An example of visibility labelling. Solid vertices are in the set \( S \), and edges with both ends in \( S \) are bold. The interval \( \text{int}(u, v) \) is divided into five subintervals of differing visibility, each with visibility labels shown. The label of each subinterval indicates how a vertex added to that subinterval could be connected to vertices in \( S \).

This definition can be extended to label intervals on layers 1 (where \( B \) is empty) and \( h \) (where \( T \) is empty). The following lemmas are direct consequences of the definition of visibility.

**Lemma 2.** Given vertices \( x \) and \( y \) on consecutive layers,

1. if there is an edge \( xy \) then no vertex to the left (resp. right) of \( x \) is visible to any vertex to the right (resp. left) of \( y \), and
2. if \( x \) is not visible to \( y \), then there must exist an edge \( x'y' \) such that either \( x' \) is to the right of \( x \) and \( y' \) is to the left of \( y \), or \( x' \) is to the left of \( x \) and \( y' \) is to the right of \( y \).

**Lemma 3.** For each visibility label \( (T', B') \), \( T' \) is a consecutive subsequence of \( T \) and \( B' \) is a consecutive subsequence of \( B \).

In a proper \( h \)-layer plane drawing, the visibility labels satisfy the following lexicographic ordering. For a sequence \( X = (x_1, x_2, \ldots, x_{|X|}) \) and two consecutive subsequences \( y_1 \) and \( y_2 \) of members of \( X \), where \( y_1 \) contains \( x_a \) through \( x_b \) and \( y_2 \) contains \( x_{a'} \) through \( x_{b'} \), \( y_1 \prec y_2 \) if one of the following three cases...
holds: \(a < a', a = a'\) and \(b < b'\), or exactly one of \(y_1\) and \(y_2\) is empty. Similarly, \(y_1 \leq y_2\) if either \(y_1 < y_2\) or \(a = a'\) and \(b = b'\).

Based on the above definition and Lemma 2 it is straightforward to prove the following lemma.

**Lemma 4.** For any vertices \(u\) and \(v\) in a proper \(h\)-layer plane drawing, the number \(j\) of visibility labels of subintervals of \(\text{int}(u, v)\) with respect to \(T\) and \(B\) is \(O(|T||B|)\). Moreover, the labels \((T_1, B_1), (T_2, B_2), \ldots, (T_j, B_j)\) satisfy the following conditions:

1. for any \(1 \leq i < j\), \(T_i \leq T_{i+1}, B_i \leq B_{i+1}\);
2. for any \(1 \leq i < j\), either \(T_i < T_{i+1}, B_i < B_{i+1}\), or both hold; and
3. for any \(w\) to the right of \(v\), if \((T_j, B_j)\) is the last label for \(\text{int}(u, v)\) and \((T'_j, B'_j)\) is the first label for \(\text{int}(v, w)\), then \(T_j \leq T'_j\) and \(B_j \leq B'_j\). \(\square\)

We define an ordered layer assignment \(A\) of \(P_i\) to be an assignment of the vertices in \(P_i\) to layers such that there is an ordering imposed on the vertices of \(P_i\) in each layer. The drawing of \(G[P_i]\) obtained by placing vertices according to \(A\) and including all edges in \(E(G[P_i])\) is called the drawing of \(G[P_i]\) induced by \(A\). As a consequence of Lemma 3 the number of ordered layer assignments and visibility labels for these assignments are functions of \(h\) and \(w\).

In our dynamic programming table, the entry \(\text{TABLE}(i, A, L)\) indicates whether or not it is possible to obtain a proper \(h\)-layer plane drawing of \(G[\bigcup_{j \leq i} P_j]\) with ordered layer assignment \(A\) of \(P_i\) and visibility label \(L\) of \(\text{int}(P_i)\). The notation \(\text{TABLE}(i, A, *)\) is used to denote entries for \(i\), \(A\), and any \(L\). The order of evaluation is by increasing \(i\). For a bag \(P_i\), ordered layer assignment \(A\) of \(P_i\), and visibility label \(L\), a necessary condition for \(\text{TABLE}(i, A, *)\) to be \(\text{YES}\) is that no edges in \(G[P_i]\) violate the conditions of a proper \(h\)-layer plane drawing or of part 1 of Lemma 2. In this case, we call \(P_i\), \(A\), and \(L\) consistent.

For \(i = 1\), the base case of our dynamic programming recurrence, we consider all possible ordered layer assignments of the vertices in \(P_1\). If \(P_1\), \(A\), and \(L\) are inconsistent, we set \(\text{TABLE}(1, A, L)\) to \(\text{NO}\). In general, a labeling \(L\) represents visibility due to edges not only in \(G[P_i]\) but also with endpoints in \(G[\bigcup_{j < i} P_j]\); since for \(i = 1\) the latter graph is empty, we impose the additional constraint that \(L\) corresponds to exactly the edges in \(G[P_1]\). That is, for a given \(P_1\) and \(A\), there is exactly one labeling \(L\) such that \(P_1\), \(A\), and \(L\) are consistent and such that part 2 of Lemma 2 is satisfied for edges in \(G[P_1]\); for this \(L\), we set \(\text{TABLE}(1, A, L)\) to \(\text{YES}\), and set \(\text{TABLE}(1, A, L')\) to \(\text{NO}\) for each \(L' \neq L\).

To define the general recurrence, we need to consider two different cases, namely for \(|P_i| = w + 1\) (\(i\) odd) and \(|P_i| = w\) (\(i\) even). In the first case, \(P_{i-1}\) is missing exactly one vertex that is in \(P_i\), and the algorithm checks the single table entry defined by removing that vertex. In the second case, \(P_{i-1}\) has exactly one vertex \(x\) that is not in \(P_i\), and we consider all possible placements of \(x\). Both of these tasks can be done in constant time (for fixed \(h\) and \(w\)). In each case, we first check if \(P_i, A,\) and \(L\) are consistent, and if not, enter \(\text{NO}\). Details of the remaining steps are given below.

To compute \(\text{TABLE}(i, A, L)\) for odd \(i\), we note that \(|P_i| = w + 1\) and \(|P_{i-1}| = w\). Let \(x\) be the single vertex in \(P_i \setminus P_{i-1}\). The algorithm computes \(A'\) and
$L'$, the ordered layer assignment and visibility label of $\text{int}(P_{i-1})$ that would result by removing $x$ from a drawing corresponding to $A$ and $L$, and then sets $\text{TABLE}(i, A, L) \leftarrow \text{TABLE}(i-1, A', L')$.

To compute $A'$, we simply remove $x$ from $A$. The computation of $L'$ is only slightly more complicated. Observe that for $\ell$, the layer containing $x$, the only visibility labels that will be altered are those in layers $\ell+1$, $\ell$, and $\ell-1$. Part 3 of Lemma 4 shows that for $t$ and $t'$, the vertices appearing immediately before and after $x$ in layer $\ell$ in $A$, there is an order imposed on the last label of $\text{int}(t, x)$ and the first label of $\text{int}(x, t')$. Since parts 1 and 2 establish orderings within the intervals, the sequence formed by concatenating these labels and removing $x$ forms a labeling of $\text{int}(t, t')$ that satisfies Lemma 4 parts 1 and 2.

Next, for each visibility label at layer $\ell+1$, the algorithm removes $x$ from all $B_j$'s, and then removes any adjacent duplicate pairs of subinterval labels that result. Explicit adjustments will only occur when $x$ appears as an endpoint of a subinterval. The $T_j$'s at layer $\ell-1$ are adjusted in the same fashion.

To compute $\text{TABLE}(i, A, L)$ for even $i$, we note that $|P_1| = w$ and $|P_{i-1}| = w+1$. Let $x$ be the single vertex in $P_{i-1} \setminus P_i$. The algorithm computes the set $S$ of pairs $(A', L')$ representing the ordered layer assignment and visibility label of $\text{int}(P_{i-1})$ that would result from adding $x$ to a drawing corresponding to $A$ and $L$ in all possible subintervals $I$, and then sets $\text{TABLE}(i, A, L)$ to $\text{YES}$ if and only if $\text{TABLE}(i-1, A', L')$ is $\text{YES}$ for some $(A', L') \in S$.

To add the new vertex $x$ to a particular subinterval $I$, we first add $x$ to $A$ in the appropriate position, along with all its edges. If the neighbours of $x$ in $P_i$ do not form a subset of the visibility label of $I$, $\text{TABLE}(i, A, L)$ is set to $\text{NO}$.

If instead the neighbors form a subset of the visibility label of $I$, to form $L'$, define $m_t = \min\{i' | t'_i x \text{ is an edge}\}$, $M_t = \max\{i' | t'_i x \text{ is an edge}\}$, $m_b = \min\{i' | x b'_i \text{ is an edge}\}$, and $M_b = \max\{i' | x b'_i \text{ is an edge}\}$, where $t_1, \ldots, t_{|I|}$ is the sequence of vertices of $P_{i-1}$ at layer $\ell+1$ and $b_1, \ldots, b_{|B|}$ is the sequence of vertices of $P_{i-1}$ at layer $\ell-1$.

Split $I$ into two identical subintervals, one on each side of $x$. Then, for all visibility labels of subintervals to the left of $x$, remove $t_i$ for all $i > m_t$, and remove $b_j$ for all $j > m_b$. Similarly, for all visibility labels to the right of $x$, remove $t_i$ for all $i < M_t$ and remove $b_j$ for all $j < M_b$.

A straightforward induction on $i$ proves the following statement and therefore the correctness of the algorithm: the entry $\text{TABLE}(i, A, L)$ is $\text{YES}$ if and only if it is possible to obtain a proper $h$-layer plane drawing of $G[\bigcup_{j \leq i} P_j]$ with ordered layer assignment $A$ of $P_i$ and visibility label $L$ of $\text{int}(P_i)$.

Obviously, $G$ has a proper $h$-layer plane drawing if and only if some entry $\text{TABLE}(p, *, *)$ is $\text{YES}$. To determine the complexity of the algorithm, we recall that the number of bags is in $O(n)$ and thus the number of table entries is $g(h, w) \cdot n$ for some function $g$. Each table entry can be computed in time $e(h, w)$ for some function $e$, and $w = h$. Thus the total running time is $f(h) \cdot n$. (The precise nature of the functions of the parameters is discussed in Section 3.) An actual drawing can be obtained by tracing back through the table in standard dynamic programming fashion. This concludes the proof of Theorem 1.
4 Edge Removals, Crossings, and Other Variants

Consider a proper $r$-planarizable $h$-layer graph. The $h$-layer planar subgraph obtained by removing the appropriate $r$ edges has a path decomposition of width at most $h$ by Lemma 1. By placing both endpoints of each of the $r$ removed edges in each bag of the path decomposition, we form a path decomposition of the original graph of width at most $h+2r$. In a proper $k$-crossing $h$-layer drawing we can delete at most $k$ edges to remove all crossings. By the same argument as above we obtain the following lemma.

**Lemma 5.** If $G$ is a $k$-crossing $h$-layer graph ($r$-planarizable $h$-layer graph), then $G$ has pathwidth at most $h+2k$ ($h+2r$).

**Theorem 2.** There is a $f(h, r)\cdot n$ time algorithm to determine whether a given graph on $n$ vertices is a proper $r$-planarizable $h$-layer graph, and if so, produces a drawing.

*Proof Sketch.* The main change to the dynamic programming algorithm described in Section 3 is an additional dimension to the table representing an edge removal budget of size at most $r$. The entry $\text{TABLE}\langle i, A, L, c \rangle$ indicates whether or not it is possible to obtain a proper $h$-layer plane drawing of $G[\cup_{j\leq i} P_j]$ with ordered layer assignment $A$ of $P_i$ and visibility label $L$ of $\text{int}(P_i)$ by removing at most $r-c$ edges.

**Theorem 3.** There is a $f(h, k)\cdot n$ time algorithm to determine whether a given graph on $n$ vertices is a proper $k$-crossing $h$-layer graph, and if so, produces a drawing.

*Proof Sketch.* We proceed in a fashion similar to Theorem 2. We modify the graph representation of the previous section to include two different types of edges, *black* edges not involved in crossings, and up to $2k$ *red* edges which may be involved in crossings. Since we can obtain more than $k$ crossings using $2k$ edges, we also need to keep a budget of crossings. In our algorithm, the entry $\text{TABLE}\langle i, A, L, R, c \rangle$ indicates whether or not it is possible to obtain a proper $h$-layer drawing of $G[\cup_{j\leq i} P_j]$ with ordered layer assignment $A$ of $P_i$, visibility label $L$ of $\text{int}(P_i)$, such that a subset of edges map to red edges in the set $R$, the only crossings in the graph involve red edges, and the total number of crossings is $k-c$.

We now describe how the algorithms above can be modified to take into account the directions of edges and stretch. For a downward drawing of a digraph, the directions of edges can easily be verified in the consistency check. Suppose a graph $G$ is stretchable $h$-layer planar. By Lemma 1 the graph $G'$ (defined in Section 2) has pathwidth at most $h$. Since graphs of bounded pathwidth are closed under edge contraction, $G$ also has bounded pathwidth. To handle stretch in the dynamic programming, we consider placements not only of new vertices but also of dummy vertices. The total number of possibilities to consider at any step of the dynamic programming is still a function only of $h$ and $w$ (the bag size). The bound on the total number of dummy vertices, if used, need not be a parameter, though the running time is multiplied by this bound.
Theorem 4. For each of the following classes of graphs, there are FPT algorithms that decide whether or not an input graph belongs to the class, and if so, produces an appropriate drawing, with the parameters as listed:

1. $h$-layer planar, $k$-crossing or $r$-planarizable graphs, $(h, \infty)$-stretched, $(a, \infty)$-stretched, or $(a, b)$-stretched, with parameters $h$, $k$, and $r$;
2. radial graphs (drawn on $h$ concentric circles), with $k$ crossings or $r$ edges removed, $(h, \infty)$-stretched, $(a, \infty)$-stretched, or $(a, b)$-stretched, with parameters $h$, $k$, and $r$;
3. digraph versions of the above classes such that the drawings are downward;
4. multigraph versions of the above classes, where edges can be drawn as curves; and
5. versions of any of the above classes of graphs where some vertices have been preassigned to layers and some vertices must respect a given partial order.

Proof Sketch. These classes have bounded pathwidth, and the basic dynamic programming scheme can be modified to deal with them. \qed

5 Conclusions and Open Problems

Mutzel [23] writes “The ultimate goal is to solve these [layered graph drawing] problems not levelwise but in one step”. In this paper we employ bounded pathwidth techniques to solve many layered graph drawing problems in one step and without the preassignment of vertices to layers.

A straightforward estimation of the constants involved in our linear-time algorithms shows that if $s = h + 2k + 2r$ is the sum of the parameters, then the dynamic programming can be completed in time $s^c n$ for some small $c$. However, the cost of finding the path decomposition on which to perform the dynamic programming dominates this; it is $2^{2s^3} n$. Hence our algorithms should be considered a theoretical start to finding more practical FPT results. In a companion paper [3] we use other FPT techniques to shed light on the case of 2-layer drawings, obtaining better constants.

Improving the general result might involve finding more efficient ways to compute the path decomposition (perhaps with a modest increase in the width) for the classes of graphs under consideration.

Another approach to laying out proper $h$-layer planar graphs is to use the observation that such graphs are $k$-outerplanar, where $k = \lceil \frac{1}{2}(h + 1) \rceil$. One could use an algorithm to find such an embedding in $O(k^3 n^2)$ time [3], and then apply Baker’s approach of dynamic programming on $k$-outerplanar graphs [4]. However, this approach depends heavily on planarity, and so does not appear to be amenable to allowing crossings or edge deletions.

If we relax the requirement of using $h$ layers, recent work gives an $f(k) \cdot n^2$ algorithm for recognizing graphs that can be embedded in the plane with at most $k$ crossings [14]. A very similar approach would work for deleting $r$ edges to leave a graph planar. Unfortunately, the approach relies on deep structure theorems from the Robertson-Seymour graph minors project, and so is even
more impractical. Nevertheless, since the maximum planar subgraph problem is of considerable interest to the graph drawing community, this should provide additional incentive to consider FPT approaches.

If we relax the requirement of planarity, we ask only if $r$ edges can be deleted from a DAG to leave its height at most $h$. This is easily solved in time $O((h+1)(r+1) \cdot n)$; find a longest directed path (which cannot have length more than $(h+1)(r+1)$), and recursively search on each of the graphs formed by deleting one edge from this path to see if it requires only $r-1$ deletions.

There is a linear-time test for $h$-layer planar graphs when the assignment of vertices to layers is specified \[17\]. Is recognizing $h$-layer planar graphs without such a specification NP-complete, if $h$ is not fixed?
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Abstract. We describe a general model of a random graph process whose degree sequence obeys a power law. Such laws have recently been observed in graphs associated with the world wide web.

1 Introduction

We describe the evolution of an undirected random (multi-)graph $G(t)$ which is an example of the type of model referred to as a web graph. Such graphs (or digraphs) evolve by the addition of new vertices and/or edges at each step $t$. See eg: [1], [2], [3], [4], [5], [7], [10], [11] for further details.

Initially, at step $t = 0$, there is a single vertex $v_0$. At step $t = 1, 2, ..., T, ...$ either a procedure NEW is followed with probability $1 - \alpha$, or a procedure OLD is followed with probability $\alpha$. In procedure NEW, a new vertex $v$ is added to $G(t - 1)$ with one or more edges added between $v$ and $G(t - 1)$. In procedure OLD, an existing vertex $v$ is selected and extra edges are added at $v$.

The recipe for adding edges typically permits the choice of initial vertex $v$ (in the case of OLD) and the terminal vertices (in both cases) to be made either u.a.r or according to vertex degree, or a mixture of these two based on further sampling. The number of edges added to vertex $v$ at step $t$ by the procedures (NEW, OLD) is given by distributions specific to the procedure. The details of these choices are given below.

A question arises in our model: Should we regard the edges as directed or undirected in relation to the sampling procedures NEW, OLD? We note that the edges have an intrinsic direction arising from the way they are inserted, which we can ignore or not as we please. In the undirected model, the variable we estimate is $\hat{d}_k$, the expected proportion of vertices of degree $k$ at step $t$, and we use sampling procedures based on vertex degree. Due to limitations of space we will only consider the case of the undirected model here. For equivalent directed versions of this model see [6].

For the undirected model, we prove that $\hat{d}_k$ is asymptotically independent of $t$ (provided $t \to \infty$), and provided some degree based sampling occurs, $\hat{d}_k$ is asymptotic (in $k$) to $Ck^{-x}$ where $x > 1$ is a function of the parameters of the model. The explicit functional form of $x$ is given by (1). If all the vertex sampling is u.a.r then $\hat{d}_k$ is a geometric series in powers of $k$. This model is well understood and we do not consider it further here.
Our undirected model $G(t)$ has sampling parameters $\alpha, \beta, \gamma, \delta, p, q$ whose meaning is given below:

Choice of procedure at step $t$.

- $\alpha$: Probability that an old node generates edges.
- $1 - \alpha$: Probability that a new node is created.

Procedure NEW

- $p = (p_i : i \geq 1)$: Probability that new node generates $i$ new edges.
- $\beta$: Probability that choices of terminal vertices are made uniformly.
- $1 - \beta$: Probability for choice of terminal vertices according to degree.

Procedure OLD

- $q = (q_i : i \geq 1)$: Probability that old node generates $i$ new edges.
- $\delta$: Probability that the initial node is selected uniformly.
- $1 - \delta$: Probability that the initial node is selected according to degree.
- $\gamma$: Probability that choices of terminal vertices are made uniformly.
- $1 - \gamma$: Probability for choice of terminal vertices according to degree.

The models we study here require $\alpha < 1$, always. We also assume a finiteness condition for the distributions $\{p_j\}, \{q_j\}$. This means that there exists $j_0, j_1$ such that $p_j = 0$, $j \geq j_0$ and $q_j = 0$, $j > j_1$.

The model creates edges in the following way: An initial vertex $v$ is selected. If the terminal vertex $w$ is chosen u.a.r, we regard the newly inserted edge $vw$ as directed $(v, w)$ and say $v$ is assigned to $w$. If the terminal vertex $w$ is chosen according to its vertex degree, we say $v$ is copied to $w$.

The papers [10], [11] introduce an alternative copying model in which a new vertex $v$ chooses an old vertex $w$ and selects (copies) a randomly chosen set of out-neighbours of $w$ to be its own out-neighbours. This construction leads to a larger number of small complete bipartite subgraphs than would be obtained by purely random selection of endpoints. This suggests an explanation the occurrence of the number of small complete bipartite subgraphs found in trawls of the web.

Since our focus is on the degree sequence and since the construction above does not lead to a fundamentally different recurrence (see [12] for details) we will not explicitly use this method of generating edges. We will continue to use the term copy to mean that vertices are chosen with probability proportional to degree.

Let $\mu_p = \sum_{j=0}^{j_0} j p_j, \mu_q = \sum_{j=0}^{j_1} i q_j$ and let $\theta = 2((1 - \alpha) \mu_p + \alpha \mu_q)$. To simplify subsequent notation, we transform the parameters as follows:

\[
\begin{align*}
a &= 1 + \beta \mu_p + \frac{\alpha \gamma \mu_q}{1 - \alpha}, \\
b &= \frac{(1 - \alpha)(1 - \beta) \mu_p}{\theta} + \frac{\alpha(1 - \gamma) \mu_q}{\theta} + \frac{\alpha(1 - \delta)}{\theta}, \\
c &= \beta \mu_p + \frac{\alpha \gamma \mu_q}{1 - \alpha}, \\
d &= \frac{(1 - \alpha)(1 - \beta) \mu_p}{\theta} + \frac{\alpha(1 - \gamma) \mu_q}{\theta}, \\
e &= \frac{\alpha \delta}{1 - \alpha}, \\
f &= \frac{\alpha(1 - \delta)}{\theta}.
\end{align*}
\]

Note that $c + e = a - 1$ and $b = d + f$. 
The main quantity we study is the random variable \( D_k(t) \), the number of vertices of degree \( k \) at step \( t \). We let \( \bar{D}_k(t) = \mathbb{E}(D_k(t)) \) and then \( \hat{d}_k = t^{-1} \mathbb{E}(D_k(t)) \).

**Theorem 1.** Assume that \( t \to \infty \). Then provided \( k = o(\log t/\log \log t) \), we have that with probability \( 1-o(1) \),

(i) \( Ak^{-\gamma} \leq \hat{d}_k \leq Bk^{-\gamma/j_1} \) where \( \gamma = (1 + d + f \mu_q)/(d + f) \).
(ii) If \( j_1 = 1 \) then \( \hat{d}_k \sim Ck^{-(1+1/(d+f))} \).
(iii) If \( f = 0 \) then \( \hat{d}_k \sim Ck^{-(1+1/d)} \).
(iv) If the solution conditions hold then

\[
\hat{d}_k = C \left( 1 + O \left( \frac{1}{k} \right) \right) k^{-x},
\]

where \( C \) is constant and

\[
x = 1 + \frac{1}{d + f \mu_q}.
\]

We say that \( \{q_j : j = 1, \ldots, j_1\} \) is periodic if there exists \( m > 1 \) such that \( q_j = 0 \) unless \( j \in \{m, 2m, 3m, \ldots\} \).

Let

\[
\phi_1(y) = y^{j_1} - \left( \frac{d + q_1 f}{b} y^{j_1-1} + \frac{q_2 f}{b} y^{j_1-2} + \ldots + \frac{q_{j_1} f}{b} \right).
\]

Our solution conditions are:

S(i) \( f > 0 \) and either (a) \( d + q_1 f > 0 \) or (b) \( \{q_j\} \) is not periodic.
S(ii) The polynomial \( \phi_1(y) \) has no repeated roots.

We can also prove the following concentration result (see [6] for details).

**Theorem 2.** For any \( u > 0 \),

\[
\Pr(|D_k(t) - \bar{D}_k(t)| \geq u) \leq \exp \left\{ -\frac{2u^2}{tj_{j_{\text{max}}}^2} \right\}
\]

where \( j_{\text{max}} = \max\{j_0, j_1\} \).

## 2 Evolution of the Degree Sequence the Graph \( G(t) \)

Let \( \nu(t) = |V(t)| \) be the number of vertices and let \( \eta(t) = |2E(t)| \) be the total degree of the graph at the end of step \( t \). \( \mathbb{E}\nu(t) = (1 - \alpha)t \) and \( \mathbb{E}\eta(t) = \theta t \). The random variables \( \nu(t) \), \( \eta(t) \) are sharply concentrated provided \( t \to \infty \). Indeed \( \nu(t) \) has binomial distribution \( B(t(1 - \alpha)) \) and so by the Chernoff bounds,

\[
\Pr(|\nu(t) - (1 - \alpha)t| \geq t^{1/2} \log t) = O(t^{-K})
\]

for any constant \( K > 0 \).
Similarly, \( \eta(t) \) has expectation \( \theta t \) and is the sum of \( t \) independent random variables, each bounded by \( \max\{j_0, j_1\} \). Hence, by Hoeffding’s theorem \( ^3 \),

\[
\Pr(|\eta(t) - \theta t| \geq t^{1/2} \log t) = O(t^{-K}) \tag{3}
\]

for any constant \( K > 0 \).

\( D_k(t) \) is produced by \( t \) random choices and changing any one of them will change \( D_k(t) \) by at most \( \max\{j_0, j_1\} + 1 \) and so applying the Azuma-Hoeding martingale tail inequality, see for example Janson, Luczak and Ruciński \( ^{11} \) we see that for \( k \geq 0 \),

\[
\Pr(|D_k(t) - \overline{D}_k(t)| \geq t^{1/2} \log t) = O(t^{-K}) \tag{4}
\]

for any constant \( K > 0 \).

Our main focus here is on giving asymptotic expressions for \( \overline{D}_k(t) \), where \( k \leq \epsilon \log t / \log \log t \) for \( \epsilon \) sufficiently small.

Here \( \overline{D}_0(t) = 0 \) for all \( t \), \( \overline{D}_1(0) = 1 \), \( \overline{D}_k(0) = 0 \), \( k \geq 2 \). Write \( \widehat{D}_l = \overline{D}_l(t - 1) \). Then, after using \( ^2 \), \( ^3 \) and \( ^4 \) we see that

\[
\overline{D}_k(t) = \widehat{D}_k(t - 1) + (1 - \alpha)p_k + O(t^{-1/2} \log t) \tag{5}
\]

\[
+ (1 - \alpha) \sum_{j=1}^{j_0} p_j \left( \frac{\beta j \widehat{D}_{k-1}}{(1 - \alpha)t} - \frac{\beta j \widehat{D}_k}{(1 - \alpha)t} + (1 - \beta) \left( \frac{j(k - 1) \widehat{D}_{k-1} - jk \widehat{D}_k}{\theta t} \right) \right)
\]

\[
- \alpha \left( \frac{\delta \widehat{D}_k}{(1 - \alpha)t} + \frac{(1 - \delta) k \widehat{D}_k}{\theta t} \right) + \alpha \sum_{j=1}^{k-1} q_j \left( \frac{\delta \widehat{D}_{k-j}}{(1 - \alpha)t} + \frac{(1 - \delta)(k - j) \widehat{D}_{k-j}}{\theta t} \right)
\]

\[
+ \alpha \sum_{j=1}^{j_1} q_j \left( \frac{\gamma j \widehat{D}_{k-1}}{(1 - \alpha)t} - \frac{\gamma j \widehat{D}_k}{(1 - \alpha)t} + (1 - \gamma) \left( \frac{j(k - 1) \widehat{D}_{k-1} - jk \widehat{D}_k}{\theta t} \right) \right). \tag{6}
\]

Here \( ^5 \), \( ^6 \), \( ^7 \) are (respectively) the main terms of the change in the expected number of vertices of degree \( k \) due to the effect on: terminal vertices in NEW, the initial vertex in OLD and the terminal vertices in OLD. Rearranging the right hand side, we find:

\[
\overline{D}_k(t) = \widehat{D}_k + (1 - \alpha)p_k + O(t^{-1/2} \log t)
\]

\[
- \frac{\widehat{D}_k}{t} \left( \beta \mu_p + \frac{\alpha \gamma \mu_q}{1 - \alpha} + \frac{\alpha \delta}{1 - \alpha} + \frac{(1 - \alpha)(1 - \beta) \mu_p k}{\theta} + \frac{\alpha(1 - \gamma) \mu_q k}{\theta} + \frac{\alpha(1 - \delta) k}{\theta} \right)
\]

\[
+ \frac{\widehat{D}_{k-1}}{t} \left( \beta \mu_p + \frac{\alpha \gamma \mu_q}{1 - \alpha} + \frac{(1 - \alpha)(1 - \beta) \mu_p(k - 1)}{\theta} + \frac{\alpha(1 - \gamma) \mu_q(k - 1)}{\theta} \right)
\]

\[
+ \sum_{j=1}^{j_1 - 1} q_j \frac{\widehat{D}_{k-j}}{t} \left( \frac{\alpha \delta}{1 - \alpha} + \frac{\alpha(1 - \delta)(k - j)}{\theta} \right).
\]
Thus
\[ \overline{D}_k(t) = \hat{D}_k + (1 - \alpha)p_k + O(t^{-1/2} \log t) \]
\[ + \frac{1}{t} \left( (1 - (a + bk))\hat{D}_k + (c + d(k - 1))\hat{D}_{k-1} + \sum_{j=1}^{j_1-1} q_j(e + f(k - j))\hat{D}_{k-j} \right). \]  

(9)

Now define the sequence \((d_0, d_1, \ldots, d_k, \ldots)\) by \(d_0 = 0\) and for \(k \geq 1\)
\[ d_k(a + bk) = (1 - \alpha)p_k + (c + d(k - 1))d_{k-1} + \sum_{j=1}^{k-1} (e + f(k - j))q_jd_{k-j}. \]  

(10)

Since \(a > 0\), this system of equations clearly has a unique solution.

We now prove that for small \(k\), \(\overline{D}_k(t) \approx d_k t\) as \(t \to \infty\).

**Lemma 1.** There exists an absolute constant \(M > 0\) such that for \(k = 1, 2, \ldots\),
\[ |\overline{D}_k(t) - td_k| \leq M^k k! t^{1/2} \log t. \]

**Proof.** Let \(\Delta_k(t) = \overline{D}_k(t) - td_k\). It follows from (9) and (10) that
\[ \Delta_k(t) = \Delta_k(t-1) \left( 1 - \frac{a + bk - 1}{t} \right) + O(t^{-1/2} \log t) + \]
\[ t^{-1} \left( (c + d(k - 1))\Delta_{k-1}(t-1) + \sum_{j=1}^{k-1} (e + f(k - j))q_j\Delta_{k-j}(t-1) \right). \]  

(11)

Let \(L\) denote the hidden constant in \(O(t^{-1/2} \log t)\) and assume inductively that \(\Delta_k(\tau) \leq M^\kappa \kappa! \tau^{1/2} \log \tau\) for \(\tau < t\) and \(\kappa < \omega(\tau)\). Also assume that \(t, k\) are sufficiently large (we can adjust \(M\) to deal with small values of \(t, k\)). Then (11) implies that for \(M\) large,
\[ |\Delta_k(t)| \leq M^k k!(t - 1)^{1/2} \log t + Lt^{-1/2} \log t \]
\[ + \frac{\log t}{t^{1/2}} \left( (c + d(k - 1))M^{k-1}(k - 1)! + \sum_{j=1}^{k-1} (e + f(k - j))q_j M^{k-j}(k - j)! \right) \]
\[ \leq M^k k! t^{1/2} \log t \left( 1 - \frac{1}{t} \right) + Lt^{-1/2} \log t + 2M^{k-1} k! t^{-1/2} \log t \]
\[ \leq M^k k! t^{1/2} \log t \]

This completes the induction. \(\Box\)

**Analysis of (10)**

Re-writing (10) we see that for \(k \geq j_0\), \(d_k\) satisfies
\[ d_k = d_{k-1} \frac{c + d(k - 1)}{a + bk} + \sum_{j=1}^{j_1} d_{k-j}q_j \frac{e + f(k - j)}{a + bk}, \]  

(12)
which is a linear difference equation with rational coefficients \[12\]. The general solution for \(d_k\) is a power law, i.e. there are constants \(x_L, x_U\) such that \(A k^{-x_L} \leq d_k \leq B k^{-x_U}\). This is established in Lemma 2.

In the cases where \(j_1 = 1\) (a new vertex generates a single edge) or \(f = 0\) (old initial vertices are chosen u.a.r) a direct solution to \(\text{(12)}\) can easily be found. In general however, when \(d > 0\) or \(d = 0\) and \(f \neq 0\) is non-periodic, we use classical results on the solution of Laplace’s difference equation, (of which \(\text{(10)}\) is an example) given in \[12\].

**A General Power Law Bound for \(d_k\)**

**Lemma 2.** Let \(p_j = 0, j \geq j_0\) and \(q_j = 0, j > j_1\).

(i) For all \(k \geq j_0\), \(d_k > 0\).

(ii) then, for \(k \geq j_0 + j_1\), there exist constants \(C, D > 0\) such that

\[
C k^{-(1+d+f \mu_q)/b} \leq d_k \leq D k^{-(1+d+f \mu_q)/bj_1}.
\]

**Proof.** Let \(I\) be the first index such that \(p_I > 0\), so that, from \(\text{(10)}\), \(d_I > 0\). As it is impossible for both \(c\) and \(d\) to be zero, the coefficient of \(d_k - 1\) in \(\text{(10)}\) is non-zero and thus \(d_k > 0\) for \(k \geq I\).

For \(k \geq j_0\) the recurrence \(\text{(10)}\) satisfies \(\text{(12)}\), that is

\[
d_k = d_{k-1} \frac{c + d(k-1)}{a + bk} + \sum_{j=1}^{j_1} d_{k-j} \frac{e + f(k-j)}{a + bk}.
\]

Let \(y = 1 + d + f \mu_q\), then

\[
\frac{c + d(k-1)}{a + bk} + \sum_{j=1}^{j_1} q_j \frac{e + f(k-j)}{a + bk} = 1 - y/(a + bk) \geq 0
\]

and thus

\[
(1 - \frac{y}{a + bk}) \min\{d_{k-1}, \ldots, d_{k-j_1}\} \leq d_k \leq \left(1 - \frac{y}{a + bk}\right) \max\{d_{k-1}, \ldots, d_{k-j_1}\}.
\]

It follows that

\[
d_{j_0} \prod_{j=j_0}^{k} \left(1 - \frac{y}{a + bj}\right) \leq d_k \leq \prod_{s=0}^{\lfloor(k-(j_0+j_1))/j_1\rfloor} \left(1 - \frac{y}{a + b(k-sj_1)}\right).
\]

The LHS is clear. For the RHS note that \(d_k \leq 1\) (as can be seen by using induction and the upper bound in \(\text{(13)}\)). When iterating \(d_j\) backwards on the RHS, we must make at least \(\lfloor(k-(j_0+j_1))/j_1\rfloor\) iterations, and at least one value of \(j\) falls in each interval \([k-(s+1)j, k-sj_1]\). For that value of \(j\) we upper bound \((1 - y/(a + bj))\) by \((1 - y/(a + b(k-sj_1)))\).
Now consider the product in the LHS of (14).

\[
\log \left( \prod_{j=j_0}^{k} \left( 1 - \frac{y}{a + bj} \right) \right) = \sum_{j=j_0}^{k} \left( - \frac{y}{a + bj} - \frac{1}{2} \left( \frac{y}{a + bj} \right)^2 - \cdots \right)
\]

= \( O(1) - \sum_{j=j_0}^{k} \frac{y}{a + bj}. \)

This justifies the lower bound of the lemma and the upper bound follows similarly for the upper bound of (14). □

**The Case \( j_1 = 1 \)**

When \( q_1 = 1, p_j = 0, j \geq j_0 = \Theta(1) \) the general value of \( d_k, k \geq j_0 \) can be found directly, by iterating the recurrence (10). Thus

\[
d_k = \frac{1}{a + bk} (d_{k-1} ((a - 1) + b(k - 1)))
\]

\[
= d_{k-1} \left( 1 - \frac{1 + b}{a + bk} \right)
\]

\[
= d_{j_0} \prod_{j=j_0}^{k} \left( 1 - \frac{1 + b}{a + jb} \right).
\]

Thus, for some constant \( C \),

\[
d_k \sim C(a + bk)^{-x}
\]

where

\[
x = 1 + \frac{1}{b} = 1 + \frac{2}{\alpha(1 - \delta) + (1 - \alpha)(1 - \beta) + \alpha(1 - \gamma)}.\]

**The Case \( f = 0 \)**

The case \( (f = 0) \) arises in two ways. Firstly if \( \alpha = 0 \) so that a new vertex is added at each step. Secondly, if \( \alpha \neq 0 \) but \( \delta = 1 \) so that the initial vertex of an old choice is sampled u.a.r.

We first prove that for a sufficiently large absolute constant \( A > 0 \) and for all sufficiently large \( k \), that

\[
\frac{d_k}{d_{k-1}} = 1 - \frac{1 + d}{a + dk} + \frac{\xi(k)}{k^2} \quad (15)
\]

where \( |\xi(k)| \leq A \).

We use induction and re-write (10) as

\[
\frac{d_k}{d_{k-1}} = \frac{c + d(k - 1)}{a + dk} + \sum_{j=1}^{j_1} \frac{e}{a + dk} \prod_{t=k-j}^{k-2} \frac{d_t}{d_{t-1}}. \quad (16)
\]
Now use induction to write
\[
\prod_{t=k-j}^{k-2} \frac{d_t}{d_{t-1}} = 1 - \frac{j - 1}{a + dk} + \frac{\xi'(j, k)}{k^2}
\]  
(17)

where \(|\xi'(j, k)| \leq Aj\).

Substituting (17) into (16) gives
\[
\frac{d_k}{d_{k-1}} = \frac{c + d(k - 1)}{a + dk} + \frac{e}{a + dk} - \frac{e \mu_q(d + 1)}{(a + dk)^2} + \frac{\xi''(k)}{(a + dk)k^2}
\]

where \(|\xi''(k)| \leq 2A\mu_q\).

Equation (15) follows immediately and on iterating this we see that
\[
d_k \sim Ck^{-(1 + \frac{1}{a})}.
\]

3 Analysis of the General Undirected Model

Linear Difference Equations with Rational Coefficients: The Method of Laplace

This section summarizes Chapter XV (pages 478-503) of *The Calculus of Finite Differences* by I. M. Milne-Thomson [12].

The equation (12) is an example of a linear difference equation with rational coefficients. It can equivalently be written as,
\[
d_k(a + bk) - d_{k-1}(c + d(k - 1)) - \sum_{j=1}^{k-1} d_{k-j}q_j(e + f(k - j)) = 0.
\]  
(18)

Laplace’s difference equation is the name given to the equation whose coefficients are linear functions of a real variable \(w\) and an integer \(l\). The general form of the homogeneous equation is
\[
\sum_{j=0}^{l} [A_{l-j}(w + l - j) + B_{l-j}]u(w + l - j) = 0.
\]  
(19)

Thus (18) is a special case of (19) with \(l = j_1, w = k - j_1\).

A method of solving difference equations with rational coefficients in general, and equation (19) in particular is to use the substitution
\[
u(w) = \int_C t^{w-1} v(t) dt.
\]

The function \(v(t)\) is obtained as the solution of the differential equation (22), given below, and \(C\) is a suitable contour of integration.
Let
\begin{align*}
\phi_1(t) &= A_l t^l + A_{l-1} t^{l-1} + \cdots + A_1 t + A_0 \quad (20) \\
\phi_0(t) &= B_l t^l + B_{l-1} t^{l-1} + \cdots + B_1 t + B_0, \quad (21)
\end{align*}

where \( \phi_1(t) \) is the characteristic equation. The differential equation referred to, is
\[ t \phi_1(t) \frac{dv(t)}{dt} - \phi_0(t) v(t) = 0. \quad (22) \]

The general method of solution requires (19) to be of the Normal type, namely:

N(i) Both \( A_l \) and \( A_0 \) are non-zero.

N(ii) The differential equation (22) satisfied by \( v(t) \) is of the Fuchsian type.

Let the roots of the characteristic equation be \( a_1, \ldots, a_l \) (with repetition). The condition that \( v(t) \) is of the Fuchsian type, requires that \( \phi_0(t)/\phi_1(t) \) can be expressed as a convergent power series of \( t \) for some \( t > 0 \). Thus either the roots \( a_1, \ldots, a_l \) of the characteristic equation must be distinct, or if \( a \) is repeated \( \nu \) times, then \( a \) is a root of \( \phi_0(t) \) at least \( \nu - 1 \) times.

Assuming the roots are distinct,
\[ \frac{v'(t)}{v(t)} = \frac{\phi_0(t)}{t \phi_1(t)} = \frac{-\alpha_0}{t} + \frac{\beta_1}{t - a_1} + \cdots + \frac{\beta_l}{t - a_l}, \quad (23) \]

and \( \phi_0(t)/\phi_1(t) \) has the required series expansion. The general solution is
\[ v^*(t) = t^{-\alpha_0} (t - a_1)^{\beta_1} \cdots (t - a_l)^{\beta_l}. \]

As long as there are no repeated roots, a system of fundamental solutions \( (u_j(w), j = 1, \ldots, l) \) is given by
\[ u_j(w) = \frac{1}{2\pi i} \oint_{C_j} t^{w-1-\alpha_0} (t - a_1)^{\beta_1} \cdots (t - a_l)^{\beta_l} dt, \]

where \( C_j \) is a contour containing 0 and \( a_j \) but excluding the other roots. If \( \beta_j \) is integer the contour integral is replaced by the integral from 0 to \( a_j \).

A specific solution for \( u_j(w) \), valid for \( \Re(w) > \alpha_0 \), can be obtained as
\[ u_j(w) = (a_j)^w \sum_{m=0}^{\infty} C_m B \left( \frac{w - \alpha_0 + \theta - 1}{\theta}, \beta_j + m + 1 \right) \]

where \( B(p, q) = \Gamma(p) \Gamma(q)/\Gamma(p + q) \).

The variable \( \theta > 1 \) measures the angular separation, about the origin, of the root \( a_j \) from the other roots in the transformation \( a_j z^{1/\theta} = t \) used to expand the transformed integral about \( z = 1 \) and obtain the above solution.

Now using the fact that \( \Gamma(x) \sim \sqrt{2\pi} e^{-x} x^{x-1/2} \), as \( w \to \infty \),
\[ u_j(w) \sim C_j a_j^w w^{-(1+\beta_j)} (1 + O(1/w)). \quad (24) \]
Application of the Technique

For convenience we let $l = j_1$ for the rest of this section.

Considering the equation (18) we see that

$$
\phi_1(y) = y^l - \left( \frac{d + q_1 f}{b} y^{l-1} + \frac{q_2 f}{b} y^{l-2} + \cdots + \frac{q_l f}{b} \right)
$$

$$
\phi_0(y) = \frac{a}{b} y^l - \left( \frac{c + q_1 e}{b} y^{l-1} + \frac{q_2 e}{b} y^{l-2} + \cdots + \frac{q_l e}{b} \right).
$$

We assume that $f > 0$ so that $N(i)$ is satisfied. Let the roots of the characteristic equation be ordered in decreasing size so that $|a_1| \geq |a_2| \geq \cdots \geq |a_l|$. Because of the solution conditions we see from Lemma 3, given below, that

$$
a_1 = 1
$$

and all other roots are either negative or complex and satisfy $|a| < 1$. Considering the partial fraction expansion (23) we see that

$$
\phi_0(0) = -\alpha_0 \phi_1(0),
$$

so that $\alpha_0 = -e/f$. Also

$$
\phi_0(1) = \beta_1 \psi(1),
$$

where $\psi(y) = \phi_1(y)/(y-1)$ is given by

$$
\psi(z) = z^{l-1} + (1 - \alpha_1) z^{l-2} + (1 - \alpha_1 - \alpha_2) z^{l-3} + \cdots + (1 - \alpha_1 - \cdots - \alpha_{l-2}) z + (1 - \alpha_1 - \cdots - \alpha_{l-1}), \quad (25)
$$

and where

$$
\alpha_1 = \frac{d + q_1 f}{b}, \quad \alpha_2 = \frac{q_2 f}{b}, \ldots, \alpha_l = \frac{q_l f}{b}.
$$

Now $\phi_0(1) = 1/b$ as $c + d = a - 1$ and $\psi(1) = (d + f \mu_q)/b$. Thus $\beta_1 = 1/(d + f \mu_q)$.

The other $\beta_j$ require detailed knowledge of the roots of $\phi_1(t)$ and are not relevant to the asymptotic solution.

The solutions $u_j(w)$ are valid for $\Re(w) > \alpha_0 = -e/f$ which includes all $k \geq 0$. Thus considering the root $a_1 = 1$ we see that

$$
u_1(k) = C k^{-(1+\beta_1)} \left( 1 + O \left( \frac{1}{k} \right) \right)
$$

where $\beta_1 = \phi_0(1)/\psi(1) = \frac{1}{d + f \mu_q}$, and $1 + \beta_1$ is the parameter $x$ of our degree sequence.

For $j \geq 2$, we use (24), giving
\[ u_j(k) \rightarrow (a_j)^k k^{-(1+\beta_j)} \rightarrow 0, \]

greater than \( o(1/k) \), if \( |a_j| < 1 \).
The specific solution for the sequence \((d_1, d_2, ..., d_k, ...)\) is

\[ d_k = b_1 u_1(k) + \cdots + b_l u_l(k), \]

where \( u_1(w), ..., u_l(w) \) are the fundamental solutions corresponding to the roots \( a_1, ..., a_l \). We note that \( b_1 \neq 0 \). Indeed from Lemma 2, we know \( d_k \) obeys a power law, whereas if \( b_1 = 0 \), then \( d_k \) would decay exponentially as \( j a_j^k \).

Thus the error in the approximation of \( d_k \) is \( O(1/k) \) from the non-asymptotic expansion of \( u_1(w) \), and we conclude

\[ d_k = C k^{-(1+\frac{1}{\mu q})} \left( 1 + O \left( \frac{1}{k} \right) \right). \]

In the case where \( \phi_1(t) \) has other solutions \( |a_j| = 1, j = 2, ..., j', j' \leq l \), then the asymptotic solution \( d_k \) will be a linear combination of \( k \)-th powers of these roots.

### Roots of the Characteristic Equation

**Lemma 3.** Let \( \alpha_1 = (d + q_1 f)/(d + f) \) and for \( 2 \leq j \leq l \), let \( \alpha_j = q_j f/(d + f) \), and let

\[ \phi_1(z) = z^l - \alpha_1 z^{l-1} - \alpha_2 z^{l-2} - \cdots - \alpha_l. \]

Provided \( \alpha_1 > 0 \) or \( \{q_j\} \) is not periodic, then the solutions of \( \phi_1(z) = 0 \) are

i) An un-repeated root at \( z = 1 \),

ii) \( l - 1 \) other (possibly repeated) roots \( \lambda \) satisfying \( |\lambda| < 1 \).

**Proof.** We note the following (see Pólya & Szegő p106 16,17). A polynomial \( f(z) \) of the form

\[ f(z) = z^n - p_1 z^{n-1} - p_2 z^{n-2} - \cdots - p_{n-1} z - p_n, \]

where \( p_i \geq 0, i = 1, ..., n \) and \( p_1 + \cdots + p_n > 0 \) has just one positive zero \( \zeta \). All other zeroes \( z_0 \) of \( f(z) \) satisfy \( |z_0| \leq \zeta \).

Now \( \alpha_i \geq 0 \) and \( \sum \alpha_i = 1 \), and so \( \phi_1(1) = 0 \) and all other zeros, \( z_0 \), of \( \phi_1(z) \) satisfy \( |z_0| \leq 1 \).

Let \( \psi(z) = \phi_1(z)/(z-1) \) be as in [25]. Now \( \psi(1) \) is given by

\[ 1 + (1 - \alpha_1) + (1 - \alpha_1 - \alpha_2) + \cdots + (1 - \alpha_1 - \cdots - \alpha_{l-1}) = \frac{d + f \mu q}{d + f}, \]

and thus \( \psi(1) \neq 0 \), so that \( z = 1 \) is not a repeated root of \( \phi_1 \).

Let \( z \) satisfy \( \phi_1(z) = 0, |z| = 1, z \neq 1 \), and let \( w = 1/z \); then \( \phi_1(z) = 0 \) is equivalent to \( h(w) = 1 \), where

\[ h(w) = \alpha_1 w + \alpha_2 w^2 + \cdots + \alpha_l w^l. \]
Suppose there exists \( w \neq 1 \), on the unit circle satisfying \( h(w) = 1 \). Let \( T = \{ w, w^2, ..., w^l \} \) then all elements of \( T \) are points on the unit circle. As \( w \neq 1 \), \( \Re(w) < 1 \) and \( \Re(w^j) \leq 1, \ j = 2, ..., l \).

Now, by S(i), either \( \alpha_1 > 0 \) or \( \alpha_1 = 0 \) but \( \{ q_j \} \) is not periodic. If \( \alpha_1 > 0 \), then
\[
\sum \alpha_j \Re(w^j) \leq \alpha_1 \Re(w) + \alpha_2 + \cdots \alpha_l < 1,
\]
and the conclusion, that \( h(w) \neq 1 \) follows.

Suppose \( \alpha_1 = 0 \). If \( 1 \not\in T \), then the real part of \( w^j \) satisfies \( \Re(w^j) < 1 \), contradicting \( h(w) = 1 \). If \( 1 \in T \) then \( w = e^{2\pi i/m} \) for some integer \( m > 1 \). However, as \( \{ q_j \} \) is not periodic, the conclusion that \( h(w) < 1 \) follows as before. \( \square \)
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\textbf{Abstract.} We study the complexity and approximability of \textsc{Cut Packing} and \textsc{Cycle Packing}. For \textsc{Cycle Packing}, we show that the problem is $\text{APX}$-hard but can be approximated within a factor of $O(\log n)$ by a simple greedy approach. Essentially the same approach achieves constant approximation for “dense” graphs. We show that both problems are $\text{NP}$-hard for planar graphs. For \textsc{Cut Packing} we show that, given a graph $G$ the maximum cut packing is always between $\alpha(G)$ and $2\alpha(G)$. We then derive new or improved polynomial-time algorithms for \textsc{Cut Packing} for special classes of graphs.

\section*{Introduction}

Several combinatorial optimization problems in computational molecular biology are related to the following natural packing problem, dubbed here \textsc{Cycle Packing}: given an undirected graph $G$ with $n$ nodes and $m$ edges, find a largest collection of \textit{edge-disjoint} cycles in $G$. In particular, \textsc{Sorting by Reversals}, a basic problem arising in the reconstruction of evolutionary trees \cite{20,3}, is closely related to the following variant of \textsc{Cycle Packing}. The input is a graph whose edge set is \textit{bicolored}, i.e. partitioned into, say, \textit{grey} and \textit{black} edges. One is to find the largest collection of edge-disjoint \textit{alternating} cycles. A cycle is alternating if it has even length and its edges are alternately black and grey \cite{3}. The connection of this problem with \textsc{Cycle Packing} is discussed in \cite{9}.

Despite its connections and basic character, very little seems to be known about the complexity and approximability of \textsc{Cycle Packing}. To the best of our knowledge, the only known result is the $\text{NP}$-hardness of the problem, implied by an old result of Holyer concerning the packing of triangles \cite{18}.

\textsc{Cycle Packing} seems to be related to another basic packing problem, \textsc{Cut Packing}. Here, given an undirected graph $G$, we are to find a largest collection of \textit{edge-disjoint} cuts in $G$. The two problems are the same for planar graphs, since \textsc{Cycle Packing} on a planar graph $G$ is equivalent to \textsc{Cut Packing} on the dual,
with respect to any planar embedding, of $G$. Colbourn [10] has shown that CUT PACKING is $\mathcal{NP}$-hard by establishing a very close connection between the problem and INDEPENDENT SET, which implies that the approximation thresholds of the two problems coincide. More precisely, any lower-bound for INDEPENDENT SET is also a lower-bound for CUT PACKING. Note that we are considering the case of undirected graphs, for the problem of packing directed cuts in digraphs can be solved in polynomial time (see [16] and the references therein).

Motivated by the above mentioned equivalence for the case of planar graphs, in this paper we study the approximability of CYCLE PACKING and CUT PACKING.

As far as CYCLE PACKING is concerned our results are as follows. We show that the problem is $\mathcal{APX}$-hard, but that it can be approximated within a factor of $O(\log n)$ by a simple greedy approach. Whether this bound is tight we do not know and leave it as an interesting open problem. What we are able to show is that the performance of greedy is not constant. More precisely, it must be $\Omega \left( \frac{\log n}{\log \log n} \right)$. We also show that CYCLE PACKING, and therefore CUT PACKING, is $\mathcal{NP}$-hard for planar graphs. We finally show that the problem can be approximated in polynomial time for “dense” graphs where by dense we mean graphs defined as follows. Given two positive constants $\alpha$ and $\beta$, $G(\alpha, \beta)$ consists of those graphs such that $m \geq \alpha n^{1+\beta}$. For each $\alpha, \beta > 0$, we can achieve an approximation arbitrarily close to $\frac{2(1+\beta)}{3\beta}$ (i.e. independent of $\alpha$) in polynomial time. In particular, for any $\varepsilon > 0$, this yields a $\frac{4}{3} + \varepsilon$ approximation for graphs such that $\beta = 1$. The running time is $O(c_{\alpha\beta\varepsilon} + p(n))$, where $c_{\alpha\beta\varepsilon}$ is a (huge) constant depending on $\alpha, \beta, \varepsilon$, and $p(n)$ is a polynomial independent of $\alpha, \beta, \varepsilon$.

On the other hand, our study of CUT PACKING leads to the following results. First, we illustrate a further connection between CUT PACKING and INDEPENDENT SET. We show that for the same graph $G$, the size of the largest cycle packing of $G$ is at least the independence number of $G$ and at most twice that number. Besides giving an alternative proof that CUT PACKING is at least as hard to approximate as INDEPENDENT SET, this implies that any approximation guarantee for INDEPENDENT SET extends to CUT PACKING by losing a factor 2. We then switch to the study of the complexity of CUT PACKING for special classes of graphs. First, we give a simple variation of the algorithm given in [2] to solve CUT PACKING on Seymour graphs, a class containing bipartite and series-parallel graphs. The resulting running time is a somewhat significant improvement over that of [2], from $O(\min\{mn^3 \log n, n^5\})$ to $O(\min\{mn^2, n^{3.5} \log^{1.5} n \sqrt{\alpha(n^2, n)}\})$, where $\alpha$ is the inverse Ackermann function. We also point out how a specialization of an algorithm of Frank [14] can be used to solve CUT PACKING on bipartite graphs in $O(mn)$ time. Second, we give a combinatorial dual for CUT PACKING, similar in flavor to CLIQUE COVER, the combinatorial dual of INDEPENDENT SET. This strong duality leads to a linear-time algorithm for triangulated (or chordal) graphs. Finally, as mentioned above, we also show that CUT PACKING is $\mathcal{NP}$-hard for planar graphs (see below).
The main open question remains, namely whether there exists a constant factor approximation algorithm for Cycle Packing. Another intriguing question concerning Cycle Packing is to characterize the exact performance of greedy.

Basic Definitions and Notation

Consider a maximization problem \( P \). Given a parameter \( \rho \geq 1 \), a \( \rho \)-approximation algorithm for \( P \) is a polynomial-time algorithm which returns a solution whose value is at least \( \frac{1}{\rho} \cdot \text{opt} \), where \( \text{opt} \) denotes the optimal solution value. We will also say that the approximation guarantee of the algorithm is \( \frac{1}{\rho} \).

Similarly, given a parameter \( k \) and a function \( f(\cdot) \), an \( O(f(k)) \)-approximation algorithm is a polynomial-time algorithm that returns a solution whose value is \( \Omega\left(\frac{1}{f(k)} \cdot \text{opt}\right) \) (with approximation guarantee \( O(f(k)) \)). A problem \( P \) is \( \text{APX-hard} \) if there exists some constant \( \sigma > 1 \) such that there is no \( \sigma \)-approximation algorithm for \( P \) unless \( P = \text{NP} \). We remark that this definition is non-standard but it is adopted here because it simplifies the exposition, while at the same time it allows us to reach the conclusions we are interested in.

Although our results apply to undirected multigraphs, we shall focus on connected, simple graphs. Connectedness can be assumed without loss of generality, for both problems we study can be solved separately on each connected component and the solutions be pasted together. As for multiple edges they can be replaced by a single edge in the case of Cut Packing and removed in pairs for Cycle Packing, counting one cycle per removed pair.

Given an undirected graph \( G = (V, E) \), we will let \( n_G := |V| \) and \( m_G := |E| \). The subscript \( G \) will be omitted when no ambiguity arises.

**Definition 1** A cycle of \( G \) is a sequence of edges \( v_1v_2, v_2v_3, \ldots, v_{k-1}v_k, v_kv_1, k \geq 2 \), such that \( v_i \neq v_j \) for \( i \neq j \).

Sometimes, for convenience, the cycle will be denoted simply by the sequence of nodes it visits, namely \( v_1, v_2, \ldots, v_{k-1}, v_k \). A packing of cycles is a collection of edge-disjoint cycles, and Cycle Packing is the problem of finding a packing of cycles in \( G \) of maximum cardinality.

**Definition 2** \( \psi_G \) denotes the maximum size of a packing of cycles in \( G \), \( d_G \) denotes the minimum degree of \( G \), and \( g_G \) the girth of \( G \), i.e. the length of the shortest cycle of \( G \).

Note that \( g_G \geq 3 \), as we are dealing with simple graphs only.

Let \( S \) be a nontrivial subset of \( V \), i.e. \( S \neq \emptyset, V \).

**Definition 3** The cut \( \delta_G(S) \) is the set of the edges in \( E \) with one endpoint in \( S \) and the other in \( V \setminus S \). Given \( v \in V \), the cut \( \delta(\{v\}) \) is called the star of \( v \) and simply denoted by \( \delta(v) \).

Again the subscript will be omitted when no ambiguity arises. Note that \( \delta(S) = \delta(V \setminus S) \). The problem of packing the maximum number of stars is the well studied Independent Set.

A packing of cuts is a collection of edge-disjoint cuts. Cut Packing is the problem of finding a packing of cuts in $G$ of maximum cardinality. The following simple facts are recorded for later use.

**Fact 1** Given any packing of cuts $\delta(S_1), \ldots, \delta(S_k)$ and any node $z \in V$, we can always assume that $z \notin S_1, \ldots, S_k$.

The fact follows from the observation that, for every $i$, it is always possible to replace $S_i$ with $V \setminus S_i$.

**Fact 2** Let $\{v_1, \ldots, v_k\}$ be an independent set of $G$. Then $\delta_{G'}(v_1), \ldots, \delta_{G'}(v_k)$ is a packing of cuts in $G'$.

**Definition 4** $\gamma_G$ denotes the maximum size of a packing of cuts in $G$, and, as customary, $\alpha_G$ denotes the size of a largest independent set of $G$.

The following contraction operation will be used repeatedly in the paper.

**Definition 5** Given a set of edges $F \subseteq E$ which induced a connected subgraph of $G$, say $G(F)$, the graph obtained by contracting $F$, denoted by $G/F$, is the graph obtained by identifying all nodes in $G(F)$ into a single node.

Finally, the notation log without subscripts stands for the logarithm base 2.

## 1 On the Approximability of Cycle Packing

In this section we show that Cycle Packing is APX-hard in general and NP-hard for planar graphs. The reductions are from variants of Satisfiability. Then we present an $O(\log n)$-approximation algorithm for general graphs and a constant factor approximation algorithm for dense graphs.

### 1.1 The Hardness of Cycle Packing

For the APX-hardness proof, the reduction is from MAX-2-SAT-3. The input to this problem is a boolean formula $\varphi$ in conjunctive normal form in which each clause is the OR of at most 2 literals. Each literal is a variable or the negation of a variable taken from a ground set of boolean variables $X := \{x_1, \ldots, x_n\}$, with the additional restriction that each variable appears in at most 3 of the clauses, counting together both positive and negative occurrences. The optimization problem calls for a truth assignment that satisfies as many clauses as possible. It is known that MAX-2-SAT-3 is APX-hard.

**Theorem 1** Cycle Packing is APX-hard, even for graphs with maximum degree 3.
We conclude this section with the \( \mathcal{NP} \)-hardness proof for the planar case, reducing the following \textsc{Planar 3-Sat} problem to \textsc{Cycle Packing}. As customary \( X = \{ x_1, \ldots, x_n \} \) and \( C = \{ c_1, \ldots, c_m \} \) denote, respectively, the set of variables and clauses in a boolean formula \( \varphi \) in conjunctive normal form, where each clause has exactly 3 literals. Consider the bipartite graph \( G_\varphi = (X \cup C, E_\varphi) \), with color classes \( X \) and \( C \) and edge set \( E_\varphi = \{ xc : \text{variable } x \text{ occurs in clause } c \} \). The boolean formula \( \varphi \) is called \textit{planar} when \( G_\varphi \) is planar. \textsc{Planar 3-Sat} is the problem of finding, if any, a truth assignment that satisfies all clauses in a planar boolean formula, where each clause has exactly three literals. It is known that \textsc{Planar 3-Sat} is \( \mathcal{NP} \)-complete \[21\].

**Theorem 2** \textsc{Cycle Packing} is \( \mathcal{NP} \)-complete for planar graphs with maximum degree 3.

**Corollary 1** \textsc{Cut Packing} is \( \mathcal{NP} \)-hard for planar graphs.

### 1.2 An \( O(\log n) \) Approximation Algorithm

Given the results of the previous section, we investigate the approximability of the problem. Recalling that the shortest cycle in a graph can be found efficiently, consider the following intuitive idea: repeatedly pick a cycle of smallest length in the solution and remove the associated edges. The resulting algorithm will be called \textit{basic greedy}. As such, this algorithm does not work well. The following simple example demonstrates that the approximation guarantee can be as bad as \( \Omega(p) \).

A \textit{sunflower} is a graph \( S \) consisting of a \textit{core} cycle \( C = v_1, \ldots, v_p \) and of \( p \) \textit{petals}, namely \( p \) cycles \( P_i = v_i, u_{i1}, \ldots, u_{ip-2}, v_{i+1} \), where indices are modulo \( p \). Note that \( n_S = \Theta(p^2) \). The optimum packing consists of the \( p \) petals, therefore \( \psi_S = p \). Basic greedy on the other hand, may select the core first. Thereafter there is only the \textit{external} cycle remaining, \( E := v_1, u_{11}, \ldots, u_{p-2}, v_2, u_{21}, \ldots, u_{p-2}, v_3, \ldots, v_1 \). The approximation guarantee is therefore \( \Omega(\sqrt{n}) \). However, we next show that a small modification of basic greedy, called \textit{modified greedy} works “reasonably well”. We use the following well-known result (see for example \[7\]):

**Fact 3** For a graph \( G \) with \( d_G \geq 3 \), \( g_G \leq 2[\log n] \).

Modified greedy iteratively performs the following three steps: (1) while \( G \) contains a node \( w \) of degree 1, \( w \) is removed from \( G \) along with the incident edge; (2) while \( G \) contains a node \( w \) of degree 2, with neighbors \( u \) and \( v \), \( w \) is removed from \( G \) along with the incident edges, and edge \( uv \) is added to \( G \) (note that edge \( uv \) may already be present, in which case a cycle of length 2 is formed, which is removed and added to the solution); (3) an arbitrarily chosen shortest cycle \( C \) of \( G \) is added to the solution and the corresponding edges are removed from \( G \). Steps (1), (2) and (3) are repeated until there are no edges left in \( G \).
Theorem 3 \textit{Modified greedy is a }$O(\log n)$\textit{-approximation algorithm for Cycle Packing.}

\textbf{Proof:} Let $C$ be the set of cycles found by modified greedy and let $S$ be any maximum packing of cycles. We show that each $C \in C$ intersects at most $O(\log n)$ cycles of $S$. Let $G_C$ be the remaining graph when greedy selects $C$. When this happens, $d_{G_C} \geq 3$ because Steps (1) and (2) systematically eliminate nodes of degree less than 3. By Theorem 3 and the fact that $n_{G_C} \leq n_G = n$, $C$ has $O(\log n)$ edges. Hence, removing the edges in $C$ decreases the optimal Cycle Packing value by at most $O(\log n)$. The proof of the approximation guarantee is concluded by observing that Steps (1) and (2) do not change the optimal Cycle Packing value. \hfill $\square$

If one wants to get rid of the $O(\cdot)$ notation in the approximation ratio, it is easy to see that the approximation guarantee is $(2 + o(1)) \log n$.

We do not know of any examples for which the approximation ratio achieved by modified greedy is $\Omega(\log n)$. We remark that if $g_G$ is $\Omega(\log n)$ it is fairly easy to show that the approximation guarantee of modified greedy is constant. The same holds if $g_G$ is bounded by a constant during the whole execution of modified greedy. What we are able to show is the following. Regrettably, for lack of space, the proof is omitted from this extended abstract.

Theorem 4 \textit{The approximation guarantee of modified greedy is }$\Omega\left(\sqrt{\frac{\log n}{\log \log n}}\right)$.  

1.3 Constant Approximation Guarantee for “Nonsparse” Graphs

In the full paper we analyze the performance of a slight modification of the greedy algorithm dubbed dense greedy, and show that for “dense graphs” it achieves constant approximation. More precisely we show the following.

Theorem 5 \textit{Given constants }$\alpha, \beta \in (0, 1)$, \textit{let }$G(\alpha, \beta)$\textit{ be the family of graphs with }$n$\textit{ nodes and }$m$\textit{ edges such that }$\alpha n^{1+\beta} \leq m \leq n^{1+\beta}$. \textit{For any fixed }$\varepsilon > 0$\textit{ and }$\alpha \in (0, 1)$, \textit{DENSE GREEDY is a }$\rho$\textit{-approximation algorithm for Cycle Packing for graphs in }$G(\alpha, \beta)$, \textit{where }$\rho := (1 + \varepsilon)(2(1 + \beta)/3\beta)$. \textit{The running time is }$O(c_{\alpha,\beta,\varepsilon} + p(n))$, \textit{where }$c_{\alpha,\beta,\varepsilon}$\textit{ is a constant depending on }$\alpha, \beta, \varepsilon$\textit{ and }$p(n)$\textit{ is a polynomial independent of }$\alpha, \beta, \varepsilon$.

Therefore for dense graphs, i.e. graphs for which $\beta = 1$, the approximation achieved is arbitrarily close to $\frac{4}{3}$. We remark that $c_{\alpha,\beta,\varepsilon}$ is huge.

2 On the Complexity of Cut Packing

In this section, we show that there is a tight connection between $\gamma_G$ and $\alpha_G$ and show how $\gamma_G$ can be computed efficiently for the class of Seymour and triangulated (chordal) graphs.
2.1 The Relationship between Cut Packing and Independent Set

The following simple reduction from Independent Set, given in [10], establishes the \( \mathcal{NP} \)-hardness of Cut Packing. Given a graph \( G = (V, E) \), let \( G' \) be the graph obtained from \( G \) by adding a node \( z \not\in V \) with \( z \) adjacent to all nodes in \( V \). Namely,

\[
G' := (V \cup \{z\}, E \cup \{zv : v \in V\}).
\]

It is not hard to prove that wlog all packings of \( G' \) can be considered to be packings of stars, and that there is a cost-preserving bijection between independent sets of \( G \) and packings of stars of \( G' \). The reduction also implies that Cut Packing is at least as hard to approximate as Independent Set. In this section we show that the relationship between the two problems is in some sense tighter. We prove that, for every graph \( G \),

\[
\gamma_G \leq \alpha_G \leq 2 \gamma_G
\]

i.e., for the same graph \( G \), the size of a largest cut packing is between the independence number and twice that number. We begin with a simple technical lemma.

**Lemma 1** Let \( F \) be a forest on \( n \) nodes. Then \( \alpha_F \geq \lceil \frac{n}{2} \rceil \).

**Proof:** \( F \) is bipartite. \( \square \)

To prove the new result of this section, we employ the above lemma together with some well known facts about uncrossing and nested families.

A family of subsets \( S_1, \ldots, S_k \) of a certain set \( V \) is nested if any two sets in the family are either disjoint or one is contained in the other. A nested family can be represented as a directed forest on nodes \( S_1, \ldots, S_k \), where \( S_iS_j \) is an arc of the forest if and only if \( S_i \) is the smallest subset in the family containing \( S_j \). In this case, we say that \( S_i \) is the father of \( S_j \) and \( S_j \) is a child of \( S_i \).

Our next ingredient is the simple fact that there always exists a maximum packing of cuts which is laminar, i.e. it can be assumed without loss of generality that the sets realizing the maximum cut packing form a nested family in which the minimal sets are singletons.

The proof of the next lemma is based on a technique called uncrossing (for further details we refer the interested reader to [22,16]).

**Lemma 2** Given any packing of cuts \( F \), there exists a laminar packing of cuts \( F' \) with \( |F'| = |F| \) in which the minimal sets of the nested family are singletons.

**Theorem 6** For any graph \( G \), \( \alpha_G \leq \gamma_G \leq 2 \alpha_G \).

**Proof:** Let \( \{v_1, \ldots, v_k\} \) be an independent set of \( G \). Then \( \delta(v_1), \ldots, \delta(v_k) \) is a packing of cuts in \( G \) and \( \alpha_G \leq \gamma_G \) follows.

Let \( \delta(S_1), \ldots, \delta(S_{\gamma_G}) \) be a maximum packing of cuts in \( G \). By Lemma 2 we can assume that \( S := \{S_1, \ldots, S_{\gamma_G}\} \) is a nested family. Let \( F \) be the forest representing the nested family \( S \). By Lemma 1 \( F \) has an independent set \( T := \{T_1, \ldots, T_k\} \) with \( k \geq \lceil \frac{\alpha_G}{2} \rceil \). For \( i = 1, \ldots, k \), pick a node \( v_i \) which is contained in \( T_i \) but not contained in any child of \( T_i \). We claim that the set
I := \{v_i : 1 \leq i \leq k\} is an independent set. Consider two nodes \(v_i, v_j \in I\) and look at the sets they come from. We now show that it is not possible that \(v_i v_j \in E\). If \(T_i \cap T_j = \emptyset\) and \(v_i v_j \in E\) then \(\delta(T_i) \cap \delta(T_j) \neq \emptyset\), contradicting the fact that \(T_i\) and \(T_j\) belong to a packing of cuts. Suppose on the other hand that \(T_i \cap T_j \neq \emptyset\) and \(v_i v_j \in E\) and assume without loss of generality that \(T_i \subset T_j\), where \(\subset\) denotes strict containment. Since \(T\) is itself an independent set, there exist a set \(X \in S\) such that \(T_i \subset X \subset T_j\). Now, if \(v_i v_j \in E\) then \(\delta(T_i) \cap \delta(X) \neq \emptyset\), again contradicting the fact that \(S\) is a packing of cuts. The claim follows. 

Besides showing that CUT PACKING cannot be approximated better than INDEPENDENT SET, Theorem \(\text{[6]}\) also shows that any approximation guarantee for INDEPENDENT SET immediately extends to CUT PACKING by losing a factor 2.

### 2.2 Cut Packing on Seymour Graphs

Recently, Ageev [2] showed that CUT PACKING can be solved in polynomial time for Seymour graphs. This class, containing bipartite graphs among others, is formally defined below. In this section, we outline the approach in [2] and make a few additional observations that allow us to reduce the asymptotic running time from the \(O(\min\{mn^3 \log n, n^5\})\) of [2] to \(O(\min\{mn^2, n^{3.5} \log 1.5 n \sqrt{\alpha(n^2, n)}\})\), where \(\alpha\) is the inverse of Ackermann’s function. Moreover, we point out how an algorithm of Frank [14] can be specialized to solve CUT PACKING on bipartite graphs in \(O(mn)\) time.

Consider a node subset \(T \subseteq V\) of even cardinality. A T-cut is a cut \(\delta(S)\) such that \(|S \cap T|\) is odd. A T-join is an edge subset \(J \subseteq E\) such that every node \(v \in V\) is incident with an odd number of edges in \(J\) if and only if \(v \in T\). It is easy to verify that, if \(J\) is a T-join and \(C\) is a T-cut, then \(|J \cap C| \geq 1\). Therefore, whenever \(J\) is a T-join, \(|J|\) is an upper bound on the size of a packing of T-cuts. A graph \(G\) is called a Seymour graph if for every \(T \subseteq V\) with \(|T|\) even, the minimum cardinality of a T-join equals the maximum size of a packing of T-cuts. Seymour graphs include bipartite graphs and series parallel graphs and have been partially characterized by Ageev, Kostochka and Szigeti [4].

The following simple lemma relates optimal cut packings to optimal T-cut packings.

**Lemma 3** Let \(G = (V, E)\) be any graph and \(F\) be a laminar packing of cuts of \(G\). Then there exists a node subset \(T \subseteq V\) with \(|T|\) even and such that all cuts in \(F\) are T-cuts.

Note that the above proof does not work if the cuts in the family are not edge disjoint, as there is no guarantee that \(S \setminus \bigcup_{i=1}^k S_i \neq \emptyset\) in this case.

In [14], Frank gave a polynomial time algorithm to find, for any given graph \(G\), a subset \(T\) of \(V\) (with \(|T|\) even) such that the minimum size of a T-join is as large as possible, along with an associated T-join \(J\). His algorithm runs in \(O(nm)\) time. Hence, by the above lemma, given a Seymour graph \(G\), Frank’s
algorithm computes $\gamma_G$ in $O(mn)$ time. The following result, which is a main contribution of [2], shows how to turn this into a polynomial time algorithm for Cut Packing. Recall the contraction operation defined in the introduction.

**Lemma 4** Given a Seymour graph $G = (V,E)$ and a node $v \in V$, $G/\delta(v)$ is a Seymour graph.

We know by Lemma 2 that there exists an optimal cut packing in which one of the cuts is a star $\delta(v)$. For a given $v \in V$, let $G' := G/\delta(v)$ be the graph obtained by contracting $\delta(v)$. Then, $\delta(v)$ is in an optimal cut packing if and only if $\gamma_{G'} = \gamma_G - 1$. Moreover, since by the lemma above $G'$ is a Seymour graph, we can compute $\gamma_{G'}$ in $O(mn)$ time (this simple observation is missing in [2]).

This suggests the following algorithm. Consider a vertex $v \in V$ and try to contract $\delta(v)$, obtaining $G'$. If $\gamma_{G'} = \gamma_G - 1$, then add $\delta(v)$ to the optimal cut packing and iterate the procedure on $G'$ (stopping when $G'$ is a single node). Otherwise, $\delta(v)$ is not in an optimal cut packing, and hence another vertex is considered, avoiding to try to contract $\delta(v)$ in the following iterations (this was also not noted in [2]). The running time of this algorithm is bounded by the time to execute the test $\gamma_{G'} = \gamma_G - 1$ for all the star contraction attempts. Each test can be carried out in $O(mn)$ time by Frank’s algorithm, whereas the number of attempts cannot exceed $2n$ because every attempt tries to contract a different cut of a laminar family of the original graph $G$. Hence, this simple algorithm runs in $O(mn^2)$ time. In the following, we describe an alternative implementation along the same lines of [2].

Let $T$ be the set found by Frank’s algorithm applied to $G$ and $J$ be the associated $T$-join. Moreover, for a given $v \in V$, let $G' := G/\delta(v)$, $J' := J \setminus \delta(v)$ and $T'$ be the set of vertices in $G'$ incident with an odd number of edges in $J'$. The following lemma (whose proof follows from the discussion above) is stated in [2].

**Lemma 5** There exists an optimal cut packing containing $\delta(v)$ if and only if $J'$ is a minimum cardinality $T'$-join of $G'$.

Then, in the algorithm above, testing if $\gamma_{G'} = \gamma_G - 1$ can be replaced by testing if $J'$ is a minimum cardinality $T'$-join. This can be done by finding a minimum cost perfect matching in the complete graph with node set $T'$ in which the cost of each edge $uv$ is given by the minimum number of edges in a path between $u$ and $v$ in $G'$. The costs can easily be computed in $O(n^2)$ time and are all between 0 and $n$. Therefore an optimal perfect matching can be found in $O(n^{2.5} \log^{1.5} n \sqrt{\alpha(n^2, n)})$ time by the algorithm of Gabow and Tarjan [15]. It follows that the running time is $O(n^{3.5} \log^{1.5} n \sqrt{\alpha(n^2, n)})$. Therefore the following result obtains.

**Theorem 7** Cut Packing on Seymour graphs can be solved in $O\left(\min\{mn^2, n^{3.5} \log^{1.5} n \sqrt{\alpha(n^2, n)}\}\right)$ time.

We conclude this section by outlining how the above mentioned algorithm by Frank [14] can be specialized to solve Cut Packing on bipartite graphs.
Consider a connected bipartite graph $G = (U \cup V, E)$. Let $M$ be a maximum matching of $G$ and $N$ be a corresponding minimum node cover (each node in $N$ is matched), letting $U' := N \cap U$ and $V' := N \cap V$. By possibly exchanging $U$ and $V$ we can assume without loss of generality $U \setminus U' \neq \emptyset$ and $V' \neq \emptyset$ (excluding the trivial case in which $G$ has at most one node). For every node $v'$ in $V'$ let $u(v')$ be the node such that $v'u(v') \in M$. Consider the directed graph $D$ on node set $V'$ containing arc $(s,t)$ if and only if $u(s)t$ is an edge of $G$. By contracting each maximal strongly connected component in $D$ into a single node, one obtains an acyclic directed graph $D'$. Consider a sink node in $D'$ (i.e. a node with no outgoing arc) and the associated node set in $D$, say $\tilde{V} \subseteq V'$. Moreover, let $\tilde{U} \subseteq U$ be the set of nodes in $G$ which are adjacent only to nodes in $\tilde{V}$ (i.e. $\delta(\tilde{U}) \subseteq \delta(\tilde{V})$). Finally, let $G'$ be the bipartite graph obtained by removing the nodes in $\tilde{U}$ and identifying all the nodes in $\tilde{V}$ into a single node. Although not stated explicitly, the following result is implicit in [14].

**Lemma 6** An optimal cut packing for $G$ can be obtained from an optimal cut packing for $G'$ by adding all cuts in $\{\delta(\tilde{u}) : \tilde{u} \in \tilde{U}\}$.

By simple implementation considerations (also given in [14]) the following result follows.

**Theorem 8** CUT PACKING on bipartite graphs can be solved in $O(mn)$ time.

Note that for bipartite graphs, any maximal collection of edge-disjoint cuts induces a partition of the edge set. It is easy to see that the same happens with a maximal collection of edge-disjoint cycles in a Eulerian graph. While CUT PACKING is easy on bipartite graphs, CYCLE PACKING is $NP$-hard for Eulerian graphs, even if the maximum degree is 4 [9]. However, since the dual of a bipartite planar graph is Eulerian, we have the following.

**Corollary 2** CYCLE PACKING on planar Eulerian graphs can be solved in $O(mn)$ time.

### 2.3 A Combinatorial Dual

In this section, we introduce a combinatorial problem in minimization form whose optimal solution is an upper bound for the optimal CUT PACKING solution. This will lead to a case of CUT PACKING that can be solved efficiently, as the two optima coincide. A clique $K$ of $G$ is a set of pairwise adjacent nodes in $G$. Let $E(K)$ denote the set of edges joining two nodes in the clique.

**Lemma 7** For every packing of cuts $\mathcal{F}$ and every clique $K$ of $G$, $\delta(S) \cap E(K) \neq \emptyset$ for at most one cut $\delta(S) \in \mathcal{F}$.

**Proof:** Given a cut $\delta(S) \in \mathcal{F}$, consider the bipartite graph $(K \cap S, K \cap (V \setminus S); E(K) \cap \delta(S))$. Note that this graph is complete, i.e. every two nodes belonging to different sides of the bipartition are adjacent. Therefore, in case $E(K) \cap \delta(S) \neq \emptyset$, any cut $\delta(S')$ such that $\delta(S) \cap \delta(S') = \emptyset$
cannot contain an edge $uv$ for $u \in K \cap S$, $v \in K \cap (V \setminus S)$. But this means that either $K \cap S' = \emptyset$ or $K \cap S' = K$, i.e. $E(K) \cap \delta(S') = \emptyset$. \hfill $\Box$

A clique sequence of $G$ is a non-empty sequence of node subsets $K_1, \ldots, K_p$ associated with a sequence of graphs $G_0 := G, G_1, \ldots, G_p$ such that $K_i$ is a clique of $G_{i-1}$ (for $i = 1, \ldots, p$), and $G_i = G_{i-1}/E(K_i)$ is the graph obtained from $G_{i-1}$ by contracting the edges in $K_i$ (for $i = 1, \ldots, p - 1$). The length of the clique sequence is $p$. We say that the clique sequence is complete if $G_p$ is the graph consisting of a single node. Denote by $\rho_G$ the length a shortest complete clique sequence of $G$.

Theorem 9 For any graph $G$, $\gamma_G \leq \rho_G$.

Proof: Let $\mathcal{F}$ be any packing of cuts. By Fact 7, $E(K_1) \cap C \neq \emptyset$ for at most one cut $C \in \mathcal{F}$. Hence, each cut in $\mathcal{F}$, except at most one, is a cut of $G/E(K_1)$. The proof follows by induction. \hfill $\Box$

This combinatorial upper bound is analogous to $\chi_G$, the minimum number of cliques needed to cover the nodes of $G$, which is a well-known upper bound on $\alpha_G$. Recall that a graph $G$ is called perfect if $\alpha_G = \chi_G$ for all node induced subgraphs $G'$ of $G$. Unfortunately, the class of graphs $G$ such that $\gamma_G = \rho_G$ seems to be much poorer than the class of perfect graphs. In particular, this class does not contain the bipartite graphs, as for the even cycle $C_{2k}$ we have $\gamma_{C_{2k}} = k$ and $\rho_{C_{2k}} = 2k - 2$. Moreover, $C_6$ shows that this class is not closed under taking the complement. However, there is a wide family of graphs contained in the class.

A graph is triangulated (or chordal) if it contains no chordless cycle of length 4 or more.

Theorem 10 For a triangulated graph $G$, $\gamma_G = \rho_G$. Moreover, Cut Packing on triangulated graphs can be solved in $O(m)$ time.

Proof: Dirac [11] observed that every triangulated graph $G$ has a simplicial node, i.e. a node $v$ such that the neighbors $N(v)$ of $v$ are a clique in $G$. Take the cut $\delta(v)$ and obtain $G'$ from $G$ by contracting the clique $N(v) \cup \{v\}$. Note that $G'$ is triangulated. Apply induction. The running time follows from [24]. \hfill $\Box$
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Abstract. In this paper we introduce a general strategy for approximating the solution to minimisation problems in random regular graphs. We describe how the approach can be applied to the minimum vertex cover (MVC), minimum independent dominating set (MIDS) and minimum edge dominating set (MEDS) problems. In almost all cases we are able to improve the best known results for these problems. Results for the MVC problem translate immediately to results for the maximum independent set problem. We also derive lower bounds on the size of an optimal MIDS.

1 Introduction

This paper is concerned with graphs generated uniformly at random according to the $G(n, r\text{-reg})$ model [19, Chap. 9]. Let $n$ urns be given, each containing $r$ balls (with $rn$ even): a set of $rn/2$ pairs of balls is chosen at random. To get a random graph $G = (V, E)$, identify the $n$ urns with the graph’s $n$ vertices and let $\{i, j\} \in E$ if and only if there is a pair with one ball belonging to urn $i$ and the other one belonging to urn $j$. The maximum degree of a vertex in $G$ is at most $r$. Moreover, for every integer $r > 0$, there is a positive fixed probability that the random pairing contains neither pairs with two balls from the same urn nor couples of pairs with balls coming from just two urns. In this case the graph is $r$-regular (all vertices have the same degree $r$). Notation $G \in G(n, r\text{-reg})$ will signify that $G$ is selected according to the model $G(n, r\text{-reg})$. An event $E_n$, describing a property of a random graph depending on a parameter $n$, holds asymptotically almost surely (a.a.s.), if the probability that $E_n$ holds tends to one as $n$ tends to infinity.

Heuristics for approximating the solution to minimisation problems in random graphs are often based on algorithms for maximisation problems. A small vertex cover or a good vertex colouring can be found by running an independent set algorithm (see for example [17]). The minimum $k$-center problem [18] can be solved optimally a.a.s. by using a greedy heuristic for a generalisation of the maximum independent set problem [23]. In this paper we introduce a general strategy for approximating the solution to minimisation problems in random regular graphs. The approach has a number of advantages over previously known heuristics. First of all it is more natural to these problems: it does not use as a subroutine any algorithm for an associated maximisation problem. Secondly, it is simple to implement. It is based on a greedy algorithm that repeatedly
picks vertices of given degree in the current graph, updates the partial solution obtained so far and then removes few vertices from the graph. The proposed algorithm is also quite simple to analyse. At the price of performing a larger case analysis, the only mathematical tool needed to estimate the size of the final solution in each case is a theorem of Wormald [26]. The analyses given in other papers [3, 23, 24] use other results in the theory of random processes (e.g. random walks or birth-death processes). No such a tool is needed here. A further advantage of the approach described in this paper is that it uniformly extends to random \( r \)-regular graphs for each fixed \( r \geq 3 \). Finally, using this approach, we are able to give best known results in almost all cases considered. The rest of the paper is organised as follows: in Section 2 we define the problems of interest and present a summary of the results proved in this paper, in Section 3 we describe our algorithmic approach, present the analysis method along with the statement of the main result of this paper; in Section 4 we complete the proof of the main theorem for each of the problems considered; some conclusions are drawn in Section 5.

2 Problems and Results

We first define the problems of interest and give a short survey of the relevant literature. The reader may find elsewhere [15, 4, 9, 12] more detailed bibliographic notes. The tables at the end of the section give, for each problem and for the first few values of \( r \), a lower bound \( \lambda = \lambda(r) \) on the optimal size of the structure of interest divided by \( n \), the best known upper bound \( \mu = \mu(r) \) on the same quantity, and the bound \( \sigma = \sigma(r) \) obtained in this paper. In all cases the bounds hold a.a.s. for \( G \in \mathcal{G}(n, r\text{-reg}) \).

**Minimum Vertex Cover.** (MVC) A vertex cover in a graph \( G \) is a set of vertices that intersects every edge of \( G \). Let \( \tau(G) \) be the size of the smallest vertex covers in \( G \). The MVC problem asks for a vertex cover of size \( \tau(G) \).

The problem is NP-hard to approximate within some fixed constant larger than one for planar cubic graphs [16,2]. It is approximable within \( \frac{7}{6} \) for graphs of maximum degree three [5]. The author knows of no result explicitly stated in terms of vertex covers on any random graph model, but results on small vertex covers can be derived from results on large independent sets. The values of \( \lambda \) and \( \mu \) in the table MVC below are implicitly obtained in [22, 25].

**Maximum Independent Set.** (MIS) An independent set in a graph \( G \) is a set of vertices containing no edge of \( G \). Let \( \alpha(G) \) be the size of the largest independent sets in \( G \). The MIS problem asks for an independent set of size \( \alpha(G) \).

The problem is NP-hard to solve optimally for planar cubic graphs [16], and NP-hard to approximate within some fixed constant for bounded degree graphs [6]. On the same class of graphs the problem is approximable within a constant factor [5]. Many results are known on the most likely value of \( \alpha(G) \) in random graphs [7,13]. If \( G \in \mathcal{G}(n, r\text{-reg}) \), for any \( \epsilon > 0 \) there is an \( r_\epsilon \) such that

\[
|\alpha(G) - \frac{2n}{r} (\log r - \log \log r + 1 - \log 2)| \leq \frac{\epsilon n}{r}
\]
Minimum Independent Dominating Set. (MIDS) An independent dominating set in a graph $G$ is an independent set $U$ such that all vertices in $V \setminus U$ are adjacent to at least one element of $U$. Let $\gamma(G)$ be the size of the smallest independent dominating sets in $G$. The MIDS problem asks for an independent dominating set of size $\gamma(G)$.

The problem is NP-hard [15] to solve optimally for graphs of maximum degree three. Moreover, for each $r$, there are constants $1 < b_1 < b_2$ such that the problem is approximable within $b_2$ [14] and NP-hard to approximate within $b_1$ [20] in graphs of max degree $r$. The values of $\lambda(3)$ and $\mu(3)$ in the table for MIDS were obtained in [11] whereas all other values of $\mu$ follow from the fact that almost all regular graphs are hamiltonian [24]. All values of $\lambda(r)$ for $r \geq 4$ are proved for the first time in Theorem 2.

Minimum Edge Dominating Set. (MEDS) An edge dominating set in a graph $G$ is a set of edges $F$ such that every $e \in E \setminus F$ is incident to at least an element of $F$. Let $\beta(G)$ be the size of the smallest edge dominating sets in $G$. The MEDS problem asks for an edge dominating set of size $\beta(G)$.

The problem was first shown to be NP-hard to solve optimally by Yannakakis and Gavril [27]. It is NP-hard to solve within some constant factor of the optimal for cubic graphs [28]. Any maximal matching has at most $2\beta(G)$ edges [21]. Recently Duckworth and Wormald [10] gave the first non-trivial approximation result for (worst-case) cubic graphs (this gives $\mu(3)$). The values of $\lambda$ in the table below were proved in [29].

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\lambda$</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\lambda$</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\lambda$</th>
<th>$\mu$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.5446</td>
<td>0.5672</td>
<td>0.5708</td>
<td>3</td>
<td>0.2641</td>
<td>0.2794</td>
<td>0.281</td>
<td>3</td>
<td>0.3158</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.5837</td>
<td>0.6099</td>
<td>0.6122</td>
<td>4</td>
<td>0.2236</td>
<td>0.3</td>
<td>0.2453</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.6156</td>
<td>0.6434</td>
<td>0.6459</td>
<td>5</td>
<td>0.1959</td>
<td>0.3</td>
<td>0.2197</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.642</td>
<td>0.6704</td>
<td>0.6721</td>
<td>6</td>
<td>0.1755</td>
<td>0.3</td>
<td>0.2001</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.6643</td>
<td>0.6929</td>
<td>0.6966</td>
<td>7</td>
<td>0.1596</td>
<td>0.3</td>
<td>0.1848</td>
<td>7</td>
</tr>
</tbody>
</table>

3 Algorithm and Analysis Method

Next we describe the algorithm (template) that will be used to solve the problems above. The procedure is parameterised to the problem $II$, the degree of the input graph $r$, a constant $\epsilon \in (0, 1)$, and a sequence of numbers $c_1, \ldots, c_r$ where $c_r$ can be safely set to be one, and details on how to choose all other $c_j$’s will be given towards the end of this section. Let $V_i = \{v : \text{deg}_G v = i\}$. We call a step one iteration of the while loop and a phase one complete execution of such loop. The algorithm runs for $r$ phases: Phase 0, Phase 1, etc. In the following discussion $G$ always denotes the subgraph of the input graph still to be dealt with after a certain number of steps. In each step a further portion of $G$ is dealt with.
Algorithm DescendingDegree\(_{II,r,c_1,...,c_r}(G)\):

**Input:** an \(r\)-regular graph \(G = (V,E)\) on \(n\) vertices.

\[S \leftarrow \emptyset;\]

for \(j = 0\) to \(r - 1\)

while \(|S| \leq \lfloor c_{j+1}n\rfloor\)

pick at random a vertex \(u\) of degree \(r - j\);

update\(_{II,r}(S)\);

shrink\(_{II,r}(G)\);

if \((j < r - 1) \land (\exists i : V_i = \emptyset)\) return FAILURE;

else if \((j = r - 1) \land \sum_{i=1}^{r} i|V_i| \leq \lceil n^c \rceil\)

clean-up\(_{II,r}(S,G)\);

output\((S)\);

else if \((\exists i : V_i = \emptyset)\) return FAILURE;

if \(|E| > 0\) return FAILURE.

In all cases the output structure \(S\) is updated as follows. Let \(N(u) = \{v \in G : \{u,v\} \in E\}\). For each \(\Pi\), function update probes the degree of each \(v \in N(u)\) and decides what to add to \(S\) based on the sequence \(\mathbf{d} \equiv (d_1, d_2, \ldots, d_{\deg u})\) where \(r - 1 \geq d_1 \geq d_2 \geq \ldots \geq d_{k_u} \geq d_{k_u+1} = \ldots = d_{\deg u} = 0\) are the degrees of \(u\)'s neighbours in \(G - u\), the graph obtained from \(G\) by removing \(u\) and all its incident edges. In all cases \(|S|\) increases by one if \(k_u < \deg u\) (i.e. \(u\) has at least one neighbour of degree one) and by at least one if \(k_u = \deg u\) (i.e. all neighbours of \(u\) have degree at least two). We call Type 1 (resp. Type 2) configurations the sequences \(\mathbf{d}\) of the first (second) kind. Function shrink will then remove \(u\) and all its incident edges from \(G\). The choice of further vertices to be removed depends on \(\Pi\) and details are given in Section 4. Each step may end in one of two legal conditions. If \(V_i \neq \emptyset\) for all \(i\), the algorithm proceeds to the next step (possibly starting a new phase). If \(j = r - 1\) and the \(\sum_{i=1}^{r} i|V_i|\) is less than \(\lceil n^c \rceil\) the algorithm is (almost) ready to output the structure \(S\). The function clean-up, in each case, completes \(S\) according to some fixed (but otherwise arbitrary) greedy heuristic (e.g. clean-up\(_{MEDS,r}(S,G)\) might return any maximal matching in \(G\)). Any other condition is illegal and the algorithm terminates with a “FAILURE” message.

The major outcome of this paper is that although in principle, for a given choice of the \(c_j\)'s, the evolution of the \(|V_i|\)'s could be quite arbitrary, for the problems considered it is possible to “fine-tune” the \(c_j\)'s to control the \(|V_i|\)'s (in particular these numbers remain positive throughout the algorithm execution, at least a.a.s.) and hence the size of the structure of interest. For \(j \geq 0\), let \(Y_i = Y_i^j(t)\) be the size of \(V_{r-i}\) after step \(t\) of Phase \(j\), with \(Y_0^0(0) = n\) and \(Y_i^0(0) = 0\) for all \(i > 0\), and \(Y_i^{j+1}(0) = Y_i^j([c_jn])\) for all \(i \geq 0\) and \(j \in \{1, \ldots, r - 1\}\). Notice in particular that \(|Y_i^j(t + 1) - Y_i^j(t)| \leq rO(1)\) for all \(t, i, j\). Finally, let \(X_j^j(t) = \sum_{i=0}^{r-1} (r - i)Y_i^j(t)\). From now on the dependency on \(t\) and \(j\) will be omitted unless ambiguity arises. The key ingredient in the analysis of the algorithm above is the use (in each Phase) of Theorem 5.1 in [26] which provides tight asymptotics for the most likely values of \(Y_i\) (for each \(i \in \{0, \ldots, r\}\), as the algorithm progresses through successive Phases.

Note that it would be fairly simple to modify the graph generation process described in Section 4 to incorporate the decisions made by the algorithm De-
scendingDegree: the input random graph and the output structure $S$ would be generated at the same time. In this setting one would keep track of the degree sequence of the so called *evolving graph* $H_t$ (see for instance [25]). $H_0$ would be empty, and a number of edges would be added to $H_t$ to get $H_{t+1}$ according to the behaviour of algorithm DescendingDegree at step $t+1$. The random variables $Y_i$ also denote the number of vertices of degree $i$ in the evolving graph $H_t$. We prefer to give our description in terms of the original regular graph.

Let $E(\Delta Y_i)$ denote the expected change of $Y_i$ during step $t+1$ in some given Phase, conditioned to the history of the algorithm execution from the start of the Phase until step $t$. This is asymptotically

$$\sum_d E(\Delta Y_i \mid d) \Pr[d]$$

where $E(\Delta Y_i \mid d)$ is the expected change of $Y_i$ conditional to the degrees of $u$’s neighbours in $G \setminus u$ being described by $d$, $\Pr[d]$ denotes the probability that $d$ occurs in $u$’s neighbourhood conditioned to the algorithm history so far and the sum is over all possible configurations in the given Phase. Also, in each case, the expected change in the size of the structure output by the algorithm, $E(\Delta |S|)$, is asymptotically

$$\sum_{d \in \text{Type1}} \Pr[d] + c \sum_{d \in \text{Type2}} \Pr[d]$$

where $c$ is a problem specific constant that will be defined in Section II. Setting $x = t/n$, $y_i(x) = Y_i/n$ (again dependency on $j$ will be usually omitted), and $\sigma(x) = |S|/n$, the following system of differential equations is associated with each Phase,

$$\frac{dy_i}{dx} = \frac{\hat{E}(\Delta Y_i)}{\hat{E}(\Delta |S|)} \bigg|_{t=xn,Y_i=y_in} \quad \frac{d\sigma}{dx} = \frac{\hat{E}(\Delta |S|)}{\hat{E}(\Delta |S|)} \bigg|_{t=xn,Y_i=y_in}$$

where $\hat{E}(\Delta Y_i)$ and $\hat{E}(\Delta |S|)$ denote the asymptotic expressions for the corresponding expectations obtained from (1) and (2) using the estimates on $\Pr[d]$ and $E(\Delta Y_i \mid d)$ given later on. Since $x$ does not occur in $\hat{E}(\Delta Y_i)$ and $\hat{E}(\Delta |S|)$, we actually solve, one after the other, the systems

$$\frac{dy_i}{d\sigma} = \frac{\hat{E}(\Delta Y_i)}{\hat{E}(\Delta |S|)} \bigg|_{Y_i=y_in}$$

where differentiation is w.r.t. $\sigma$, setting $y_i^0(0) = 1$ and $y_i^0(0) = 0$ for all $i \geq 1$ and using $y_i^0(c_j)$, the final conditions of Phase $j$, as initial conditions of Phase $j+1$ for each $j > 0$. Theorem 5.1 in [20] can be applied (as long as $X$ is not too small) to conclude that a.a.s. the solutions to the systems (3) multiplied by $n$ approximate the values of the variables $Y_i$ and $|S|$. Furthermore, in each case, for any given $\epsilon \in (0, 1)$, there is a value $\sigma = \sigma_\epsilon$ such that $X$ becomes less than $\lfloor n^\epsilon \rfloor$ during Phase $r-1$ for $|S| > \sigma n$. After this point $G$ has less than $n^\epsilon$ vertices of positive degree and the contribution to $|S|$ coming from running the algorithm DescendingDegrees to completion is only $o(n)$. The following statement summarises our results:

**Theorem 1.** Let $\Pi \in \{\text{MVC, MIDS, MEDS}\}$. For each integer $r \geq 2$ and $\epsilon \in (0, 1)$ there is a sequence of values $c_1, \ldots, c_r$, and a constant $\sigma$ such that the algorithm DescendingDegree$_{\Pi, x, \epsilon, c_1, \ldots, c_r}$ returns a structure $S$ with $|S| \leq \sigma n + o(n)$ a.a.s.
In the remainder of this section a formula is proved for the number of configurations in each Phase (its proof gives a method to list them which is needed to compute $\mathbb{E}(\Delta Y_i)$ and $\mathbb{E}(\Delta|S|)$), details are given on how to compute asymptotic expressions for $\Pr[d]$ and $\mathbb{E}(\Delta Y_i \mid d)$ for each $d$, and some comments are made on how to solve the systems in (4) and how to choose the constants $c_j$. Section 4 provides a definition for all problem specific quantities needed to complete the proof of Theorem 4.

Listing configurations. Let $A_\leq(r, k)$ (resp. $A_\leq(r, k)$) be the number of configurations having exactly (resp. at most) $k$ vertices and whose largest positive degree is $r$. Then $r + \sum_{j=2}^{r} \sum_{i=1}^{r-1} A_\leq(i, j)$ is the total number of configurations of Type 1 and $\sum_{j=1}^{r} \sum_{i=1}^{r-1} A_\leq(i, j)$ is the total number of configurations of Type 2. More precisely, in Phase $r - j$ there are $1 + \sum_{i=1}^{r-1} A_\leq(i, j-1)$ configurations of Type 1 (this reduces to 1 for $j = 1$, assuming $A_\leq(i, 0) = 0$) and $\sum_{i=1}^{r-1} A_\leq(i, j)$ configurations of Type 2.

Lemma 1. $A_\leq(r, k) = A_\leq(r + 1, k) = (k+r-1 \choose r)$, for every positive integer $r, k$ and $A_\leq(1, k) = 1$ for every positive integer $k$.

Proof. The equality for $A_\leq(r, k)$ follows from the one for $A_\leq(r, k)$ by induction on $k$ since a sequence of at most $k$ numbers starting with a $r$ can either be a sequence of length at most $k - 1$ starting with a $r$ (there are $A_\leq(r, k-1)$ of them) or it can be a sequence of exactly $k$ numbers starting with a $r$. $A_\leq(r, k) = (k+r-2 \choose r-1)$ can be proved by induction on $r + k$. A sequence of length exactly $k$ beginning with an $r$ can continue with an $i \in \{1, \ldots, r\}$ (in $A_\leq(i, k-1)$ possible ways). Therefore $A_\leq(r, k) = A_\leq(r, k-1) + A_\leq(r-1, k)$ with initial condition $A_\leq(r, 1) = 1$ for every $r \geq 1$. Assuming $A_\leq(i, j) = (j+i-2 \choose i-1)$ for every $i$ and $j$ with $i+j < r+k$ the equality for $A_\leq(r, k)$ follows from $\binom{a}{b} + \binom{a}{b-1} = \binom{a+1}{b}$.

The proof of Lemma 4 implicitly gives a method for listing all configurations of given type.

Probability of a configuration. The formula for $\Pr[d]$ is better understood if we think of the algorithm DescendingDegree as embedded in the graph generation process. A configuration $d \equiv (d_1, d_2, \ldots, d_{\text{deg } u})$ occurs at the neighbourhood of a given $u$ if the $\text{deg } u$ balls still available at the given step in the urn $U$ associated with $u$ are paired up with balls from random urns containing respectively $d_1 + 1, d_2 + 1, \ldots, d_{\text{deg } u} + 1$ free balls. The probability of pairing up one ball from $U$ with a ball from an urn with $r - i$ free balls is $P_i = \frac{(r-i)Y_i}{X}$ for $i \in \{0, \ldots, r\}$ at the beginning of a step, and this only changes by a $o(1)$ factor during each step due to the multiple edge selections which are part of a step. Hence $\Pr[d]$ is asymptotically equal to $\left(\binom{\text{deg } u}{m_1, \ldots, m_{\text{deg } u}}\right)P_r-(d_1+1) \cdot P_r-(d_2+1) \cdot \ldots \cdot P_r-(d_{\text{deg } u}+1)$ where $m_i$ are the multiplicities of the possibly $\text{deg } u$ distinct values occurring in $d$.

Conditional expectations. Note that for each problem $\Pi$, the sequence $d$ contains all the information needed to compute asymptotic expressions for all the conditional expected changes of the variables $Y_i$. There will be a function $\text{rm}_{\Pi, r}(i, d)$,
given, for each \( d \) in a given Phase, the number of vertices of degree \( r - i \) removed from the subgraph of \( G \) induced by \( u \cup N(u) \). Then

\[
E(\Delta Y_i \mid d) = -\text{rm}_{H,r}(i, d) - \text{Spec}_{H,r}(i, d)
\]

where \( \text{Spec} \) is a problem specific function depending on a wider neighbourhood around \( u \). In each case \( \text{Spec} \) may involve \( R_i = P_i - P_i-1 \) for \( i \in \{0, \ldots, r\} \) (with \( P_{-1} = 0 \)) where \( -R_i \) describes asymptotically the contribution to \( E(\Delta Y_i \mid d) \) given by the removal from \( G \) of one edge incident to some \( v \in N(u) \) (different from \( \{u, v\} \)), or

\[
Q_i = \sum_{k=0}^{r-1} P_k[\delta_{kk} + (r - k - 1)R_k], \quad i \in \{0, 1, \ldots, r\},
\]

where \( -Q_i \) is (asymptotically) the contribution to \( E(\Delta Y_i \mid d) \) given by the removal of \( G \) of a vertex adjacent to some \( v \in N(u) \) (different from \( u \)).

**Computational aspects.** The performances of algorithm DescendingDegree depend heavily on a good choice of the points \( c_j \). Unfortunately, although in any given Phase \( j \) the systems in (4) are sufficiently well-behaved to guarantee the existence of a unique solution in a domain \( D_j \subseteq \{(\sigma, z^{(1)}, \ldots, z^{(a)}) \in [0, 1]^{a+1}, \sum_{i=1}^{r-1} (r - i)z^{(i)} \geq \delta \} \) (for some \( \delta > 0 \)), where \( a = r \) (resp. \( r - 1 \)) for MIDS (for MVC and MEDS), it is not easy to find a closed expression (depending on the \( c_j \)'s) for the functions \( y_i^j \) and consequently optimise the choice of the \( c_j \)'s. However an alternative approach based on solving the relevant systems numerically using a Runge-Kutta method \( \mathbb{S} \), gives remarkably good results.

Given a positive integer \( M \) and an upper bound \( c_r \) on \( \sigma \), let \( t_0 = 0 \) and \( t_h = t_{h-1} + \frac{\sigma}{M} \) for all \( h \in \{1, \ldots, M\} \). Any \((r-1)\)-set \( \{s_1, \ldots, s_{r-1}\} \) over \( \{1, \ldots, M-1\} \) defines a subsequence of \( t_h \). The system for Phase \( j \) is then solved numerically using a variable step Runge-Kutta method in the interval \([0, t_{s_{j+1}} - t_{s_j}] \) (with \( s_0 = 0 \)). The initial values for Phase 0 are \( y_0^0(0) = 1 \) and \( y_i^0(0) = 0 \) and the final values for the functions in Phase \( j \) are the initial values for the functions in Phase \( j + 1 \), for \( j \in \{1, \ldots, r - 1\} \). The cost of a given \((r - 1)\)-set \( \{s_1, \ldots, s_{r-1}\} \) is defined to be the first index \( x \) such that \( y_i(t_{x-1}) \neq 0 \) and \( y_i(t_x) = 0 \) for all \( i \in \{0, \ldots, r - 2\} \) (with the cost being \( \infty \) if the transition from non-zero to zero does not occur for all \( i \) at the same time or it does not occur during Phase \( r - 1 \)). The parameters \( c_j \) are defined as \( c_j = t_{s_j} \) for \( j \in \{1, \ldots, r - 1\} \) where \( \{\hat{s}_1, \ldots, \hat{s}_{r-1}\} \) is a minimum cost \((r - 1)\)-set.

4 Specific Problems

In this Section we complete the description of algorithm DescendingDegree by giving full definition of all problem specific quantities. In each case a picture is drawn to represent the neighbourhood of the chosen vertex \( u \) when a given configuration \((d_1, d_2, \ldots)\) occurs. The circled vertices (resp. the thick black edges) are added to the output structure in each case. Dark vertices are removed from \( G \) at the end of the given step. White vertices have their degree decreased by one. Question-marked square vertices represent vertices whose degree is not probed at the given step (but which nonetheless are affected by the incurring graph transformation). Note that, since graphs in \( G(n, r\text{-reg}) \) do not contain small
cycles a.a.s. [19, Theorem 9.5], the question marked vertices are a.a.s. all distinct. All edges in the pictures are removed at the end of the given step (the arrows being just a shorthand for a number of edges). A table is included in each of the following sections giving, for the first few values of $r$, the sequence of values $c_1, \ldots, c_{r-1}$ that allow the algorithm to attain the bounds given in Section 2.

### 4.1 Vertex Cover

Each of the $r$ systems is formed by $r$ equations, since there is no need to keep track of $Y_r$. The Figure below shows the two types of configurations around vertex $u$ along with the choices of the vertices added to the cover $C$.

In a given Phase $j$, for configurations of Type 1, $r_{MVC,r}(i, d)$ will have a contribution of one if $i = j$, for the degree of $u$ and a contribution of one for each of the $\deg u - k_u$ vertices that are only connected to $u$, if $i = r - 1$. For configurations of Type 2, all neighbours of $u$ are removed from $G$. Therefore $r_{MVC,r}(i, d)$ will have the term $\delta_{i,j}$ and a possible contribution from each neighbour of $u$ in $V_{r-i}$. In symbols this is

$$
r_{MVC,r}(i, d) = \begin{cases}
\delta_{i,j} + (r - j - k_u)\delta_{i,r-1} & d \in \text{Type 1} \\
\delta_{i,j} + \sum_{h=1}^{r-j} \delta_{i,r-(d_h+1)} & d \in \text{Type 2}
\end{cases}
$$

where $\delta_{xy} = 1(0)$ if $x = y$ (resp. $x \neq y$). Furthermore, for each $i \in \{0, r-1\}$ and $d$ in the given Phase,

$$
\text{Spec}_{MVC,r}(i, d) = \begin{cases}
\sum_{h=1}^{k_u} (\delta_{i,r-(d_h+1)} - \delta_{i,r-d_h}) & d \in \text{Type 1} \\
R_i \sum_{h=1}^{r-j} d_h & d \in \text{Type 2}
\end{cases}
$$

For configurations of Type 1 a vertex of degree $r - i$ is created (resp. removed) if the $h$-th neighbour (of degree at least two) of $u$ has indeed degree $r - i + 1$ (resp. $r - i$) before the current step takes place. This event is accounted for by the term $(\delta_{i,r-(d_h+1)} - \delta_{i,r-d_h})$. For configurations of Type 2, $R_i \sum_{h=1}^{r-j} d_h$ accounts for all the vertices of degree $r - i$ that are either created or removed when one of the edges incident to some $v \in N(u)$ is removed. Finally, the expected change in the size of the cover is obtained from (2) setting $c_{MVC} = r - j$, since one vertex (resp. $r - j$ vertices) is (are) added to $C$ if a configuration of Type 1 (resp. Type 2) is met.

Note that the algorithm DescendingDegree$_{MVC,r}$ can be easily modified to output the independent set $V \setminus C$. Therefore, as announced previously, all results for the MVC problem translate immediately to results for the MIS problem.
4.2 Independent Dominating Set

The Figure below shows the two types of configurations around vertex \( u \) along with the choices of the vertices to add to the dominating set \( D \). The function \( rm_{MIDS, r}(i, d) \) is defined as follows

\[
rm_{MIDS, r}(i, d) = \begin{cases} 
\delta_{i,j} + \sum_{h=1}^{r-j} \delta_{i,r-(d_h+1)} & d \in \text{Type 1} \\
\delta_{i,j} + \delta_{i,r-(d_1+1)} & d \in \text{Type 2}
\end{cases}
\]

When applied to the MIDS problem, the algorithm DescendingDegree may generate a number of isolated vertices that are not covered by a vertex in \( D \). This may happen at any of the white question marked vertices in the Figure above. The number of these vertices must be accounted for in assessing the quality of a solution. Therefore one needs to keep track of the conditional expected changes in the variables \( Y_i \), for \( i \in \{0, \ldots, r\} \), where \( Y_r \) counts the number of uncovered isolated vertices. Let \( rm_{MIDS, r}(r, d) = 0 \). For each \( i \in \{0, \ldots, r\} \) and each \( d \) in the given Phase, function \( Spec_{MIDS, r} \) takes the following expressions

\[
Spec_{MIDS, r} = \begin{cases} 
R_i \sum_{h=1}^{r-j} d_h & d \in \text{Type 1} \\
\sum_{h=2}^{r-j} (\delta_{i,r-(d_h+1)} - \delta_{i,r-d_h}) + d_1 Q_i & d \in \text{Type 2}
\end{cases}
\]

Finally the expected change in the size of the dominating set is given by (2) with \( c_{MIDS} = 1 \).

\[
\begin{array}{ccccccc}
 r & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 \\
 3 & 0.001624 & 0.336168 & & & & \\
 4 & 0.002294 & 0.045756 & 0.479508 & & & \\
 5 & 0.002185 & 0.01143 & 0.175305 & 0.5694 & & \\
 6 & 0.00816 & 0.01972 & 0.08636 & 0.29036 & 0.60452 & \\
 7 & 0.00686 & 0.02107 & 0.06517 & 0.17647 & 0.37751 & 0.68754
\end{array}
\]

**Theorem 2.** For each \( r \geq 3 \) there exists a constant \( \lambda > 0 \) such that \( \gamma(G) > \lambda n \) for \( G \in G(n, r\text{-reg}) \) a.a.s.
Proof. The expected number of independent dominating sets of size $s$ in a random pairing on $n$ urns each containing $r$ balls is

$$\binom{n}{s} (sr)! [x^{sr}] ((1 + x)^r - 1)^{n-s} \frac{N((r(n-2s))/2)}{N(nr/2)}$$

where $N(x) = \frac{(2x)!}{x! 2x}$ and $(sr)! [x^{sr}] ((1 + x)^r - 1)^{n-s}$ counts the ways of pairing the $sr$ balls in $s$ chosen urns in such a way that each of the remaining $n-s$ urns is connected to at least one of the urns in the chosen set (if $p(x)$ is a polynomial then $[x^k] p(x)$ is the standard notation of the coefficient of the monomial of degree $k$). This number is at most $(sr)! [x^{sr}] ((1 + x)^r - 1)^{n-s}$. Using Stirling’s approximation to the factorial and setting $s = n$ implies that the expectation above is at most

$$n^{O(1)} \left\{ \frac{(1-2\lambda)^{r(1-2\lambda)}}{\lambda^{\lambda(1-\lambda)^{r-\lambda}} (1 + x)^{r-1}} x^{\lambda r} \right\}^n$$

where $x$ takes the value that minimises $((1 + x)^r - 1)^{1-\lambda} x^{\lambda r}$. For every $r$ there exists a positive $\lambda = \lambda(r)$ such that the expected number of independent dominating sets of size $s < n$ in a random pairing tends to zero and therefore, by the Markov inequality, with high probability a random $r$-regular graph will not contain an independent dominating set of this size. The values of $\lambda$ are reported in the second column of the table for MIDS in Section 2.

4.3 Edge Dominating Set

The Figure below shows the two types of configurations around vertex $u$ along with the choices of the edges to add to the edge dominating set $M$. The function $rm_{MEDS,r}(i, d)$ is defined as follows

$$rm_{MEDS,r}(i, d) = \begin{cases} \delta_{i,j} + \delta_{i,r-(d_t+1)} + (r-j-k)\delta_{i,r-1} & d \in \text{Type1} \\ \delta_{i,j} + \sum_{h=1}^{r-j} \delta_{i,r-(d_h+1)} & d \in \text{Type2} \end{cases}$$

Also, for each $i \in \{0, \ldots, r-1\}$ and $d$ in the given Phase, let

$$\text{Spec}_{MEDS,r}(i, d) = \begin{cases} \sum_{h=2}^{k_u} (\delta_{i,r-(d_h+1)} - \delta_{i,r-d_h}) & d \in \text{Type1} \\ R_{i+j} \sum_{h=1}^{r-j} (d_h - 1) + Q_i (r-j) & d \in \text{Type2} \end{cases}$$

(with the convention that the sum in the first line is empty if $k_u = 1$).

Finally, the expected change in the size of the edge dominating set is obtained from formula (2) setting $c_{MEDS} = r-j$, since one vertex (resp. $r-j$ vertices) is (are) added to $M$ if a configuration of Type 1 (resp. Type 2) is met. Again we solve $r$ systems of $r$ equations in the variables $y_0, \ldots, y_{r-1}$.
5 Conclusions

In this paper we presented a new approach for the approximate solution to minimisation problems in random regular graphs. We defined a greedy algorithm that, in a number of successive Phases, picks vertices of given degree in the current graph, updates the partial solution produced so far and removes few vertices from the graph. Although in principle it is not clear that all Phases (as defined in Section 3) can be successfully completed, one after the other, we prove that, for the problems at hand under a suitable choice of the algorithm’s parameters this is indeed the case. This in turns leads to improved approximation performances in almost all cases considered.

Many questions are left open by this work. First of all, the results in the paper rely on a numerical integration procedure based on a second order Runge-Kutta method. A tedious analysis of the first few partial derivatives of the functions defining the systems in each case would give a quantitative measure of their stability and a-priori bounds on the quality of the numerical approximation. Experimentally, successive runs of the integration procedure with ever decreasing step sizes confirmed that our results are accurate to the first four decimal digits. Secondly, no serious attempt was made to optimise the values of the constants $c_j$. The value of $M$ was set to 10000 for $r = 3$ but to much smaller values for all other $r$. Slight improvements on the values of $\sigma$ for all problems may be possible by using a more careful search through the various multi-dimensional parameter spaces.

The algorithm performances could also be improved by expanding the neighbourhood of the vertex considered at each step or analysing more carefully the set of configurations in each Phase. The price for this will be an increased complexity in finding the problem specific parameters $c_1, c_2, \ldots, c_{r-1}$.

Finally, in principle, the same approach can be exploited in other random graph models, such as $G(n, p)$ or $G(n, m)$ or even in the design of greedy algorithms for solving the same minimisation problems making no assumption on the input distribution.
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